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Motivation

� As the US EPA considers changes in funding

for air and deposition monitoring, the Agency

might need to downsize existing monitoring

networks and �nd the most informative set

of monitoring sites to achieve similar

predictive capabilities of the complete

network. EPA also has some national

monitoring networks still under

development for some new pollutants.

� The Clean Air Act established national

ambient air quality standards for six air

pollutants. OAQPS is interested in

understanding the spatial behavior of

pollutants and determining the

spatial areas of non-attainment to judge

compliance with ambient air quality

standards.
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OBJECTIVES:

Our main objective is to help EPA to design

monitoring networks with good predictive

capability, and estimate the spatial structure of

air pollutants. More speci�cally, we seek to:

� determine a subset of monitoring sites (in this

case from the SLAMS/NAMS network) with

good predictive capabilities,

� establish measures of appropriateness of a

subset,

� determine the size of a minimal optimal set,

� decide where to add sites for a network still

under development,

� obtain an optimal network for

multi-pollutants (e.g. ozone and PM),

� combine data from di�erent networks, or

di�erent sources (i.e. models-3 and ground

measurements),

� estimate spatial structure of air pollutants.
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OUTLINE

� Entropy approaches to network design.

{ APPLICATION: optimal monitoring

designs for SLAMS/NAMS.

� Modeling, prediction and network design for

nonstationary air pollution processes.

{ APPLICATION: spatial areas of

non-attainment for ozone.

� Fully Bayesian entropy approach to explain

uncertainties.

� Adding sites to a new network.

� Combining data to improve air quality

prediction and also for network design.

{ APPLICATION: combining Models-3 with

CASNet to obtain more reliable maps.
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Entropy approaches

DEFINITION: We de�ne the information

contained in a r.v. X with density f as

I(X) = Eflogf(X)g

The entropy is H(X) = �I(X), and explains the

uncertainty about X.

THE PROBLEM: Suppose that EPA has the

funds for n sites, we want to distribute these sites

at m desirable locations, where m is bigger than

n:

NOTATION: Z is the vector of observations at

all m sites. Z is subdivided into a vector Z1 at

the m� n ungauged sites and Z2 at the n gauged

sites.

Shannon's information index: it is a measure of

the information gained about Z1 as a result of
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measuring Z2

I(Z1jZ2)� I(Z1)

SOLUTION:

� Approach (i).

We choose the design (Z1 and Z2) that

maximizes:

I(Z1jZ2)� I(Z1)

� Approach (ii):

We choose the design that minimizes the

entropy (uncertainty) in predicting Z1 given

Z2, i.e. H(Z1jZ2). This approach is

equivalent to maximize H(Z2):

Approaches (i) and (ii) are not equivalent.
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If we have a Gaussian process:

Suppose we write Z in partitioned form as0
@ Z1

Z2

1
A and similarly � =

0
@ �1

�2

1
A ;

� =

0
@ �11 �12

�21 �22

1
A, where � is the mean and �

the covariance of Z.

Then maximizing Shannon's information is the

same as maximizing

�
1

2
log

nY
i=1

(1� �2
i
); (1)

where �21; :::; �
2
n
are the eigenvalues of

�
�1=2

11 �12�
�1
22 �21�

�1=2

11 . These are the canonical

correlations between Z1 and Z2. Thus the

problem of network design becomes one of

minimizing
Q
(1� �2

i
) where �21; :::; �

2
n
are the

squared canonical correlations.
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The value of Shannon information will intially

increase with the number of network stations but,

after reaching a peak value, will subsequently

decline as the number of locations in G (gauged

sites) begings to dominate the number in U

(ungauged sites).
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Figure 1: The total number of sites is 50, Shannon

information is maximized around 25.
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Approach (ii)

One can decompose the total entropy

H(Z1; Z2) = H(Z1jZ2) +H(Z2)

and minimize H(Z1jZ2), or equivalently maximize

H(Z2):

In the Gaussian case, this means to maximize the

covariance of the gauged sites, i.e. maximize

j�22j. The value of H(G) increases as we increase

the number of gauged sites.

These two approaches have been particularly

developed by Zidek and his co-workers.
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We have considered �; � known. The simplest

case is when we have N observations at time

points t1; :::; tN (assumed to be independent in

time) at all m data locations. Then, we estimate

the correlation between two location using the

observations over time (sample correlation).

Issues in maximization and computation:

� A complete solution to the maximization

problem involves searching over a

prohibitively large set.

We implement a computer code called the

Simple Genetic Algorithm (SGA) (Goldberg,

1989) to optimize the entropy function. Genetic

algorithms process populations of strings, a string

is a vector of binary integers. In our case the

length of each string is m, we use the value 1 for

the stations we keep, and 0 for the stations we

eliminate.
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Approach to initialize the SGA.
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Figure 2: Design obtained by using the routine

cover.design (Nychka et al). This is a geomet-

ric criterion that selects stations evenly distributed

over the domain. The total number of sites is 513,

and the number of stations in the design is set to be

50. The red cross-points represent the 50 selected

stations.
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Entropy approach: Application

We have 513 SLAMS/NAMS and CASTNet sites,

located irregularly across regions. Hourly ozone

concentrations are being measured at each site.

We calculated the daily maximum of 8 hour

running averages, from May to October of

1995-1999, a total of 920 days.

We present optimal designs using entropy

approaches (i) and (ii). The covariance is

empirically estimated using the observations over

time.
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Figure 3: The graph shows the locations of the 513

sites where the ozone ambient concentrations are

measured hourly.
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Figure 4: Best network design using entropy cri-

terion (ii) (eliminating 30% of sites). The graph

shows the locations of the gauged (sites to keep)

and ungauged sites (sites to be dropped) using the

entropy criterion (ii). The total number of sites is

513 and the number of (gauged) stations in this

design in 360.
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Figure 5: Best network design of size 252 using

entropy criterion (i) (Shannon information). The

graph shows the locations of the gauged (sites to

keep) and ungauged sites (sites to be dropped) us-

ing Shannon information. The number of (gauged)

stations in this design in 252.
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Figure 6: Design obtained by using routine

cover.design. The number of stations in this de-

sign is set to be 252. This is a geometric criterion

that selects evenly distributed sites over the do-

main.The �nal partition is very di�erent from the

resulting one using entropy criteria, because of the

lack of stationarity of the data. The red cross-

points represent the selected stations.
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Nonstationary air pollution

We represent the nonstationary process Z

observed on a region D as a MIXTURE of

orthogonal local stationary processes (Fuentes,

Environmetrics, 2001):

Z(x) =

kX
i=1

Zi(x)wi(x)

where S1; : : : ; Sk are well-de�ned subregions that

cover D, and Zi is a stationary process with

covariance Ci that represents the spatial structure

in the subregion Si, wi(x) is a positive kernel

function. (inverse distance between x and Si).
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The nonstationary covariance of Z is de�ned in

terms of the stationary covariances of the

processes Zi for i = 1; : : : ; k (Fuentes & Smith,

2001),

cov(Z(x); Z(y)) =

kX
i=1

wi(x)wi(y)cov(Zi(x); Zi(y))

this is a valid nonstationary covariance.
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We divide the domain D into small subgrids,

S1; : : : ; Sk. We represent Z as a weighted average

of orthogonal local stationary processes:

Z(x) =

kX
i=1

Zi(x)wi(x)

Zi is a local stationary process in the subregion

Si, with stationary covariance C�i
, and wi(x) is a

weight function.

We start with a small number of subregions

(small k), in the next step we increase k by

dividing each Si in half, we iterate this process till

a BIC suggests no signi�cant improvement in the

estimation of �i for i = 1; : : : ; k.
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The covariance of Z can be de�ned in terms of

the covariance of the orthogonal local stationary

processes Zi

cov(Z(x); Z(y)) =

kX
i=1

wi(x)wi(y)cov(Zi(x); Zi(y))

this is a valid nonstationary covariance. Assuming

a Mat�ern covariance structure C�i
(x� y) with

parameter �i for each Zi we obtain,

cov(Z(x); Z(y)) =

kX
i=1

wi(x)wi(y)C�i
(x� y):
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Estimation of the covariance parameters.

We write �̂i (range), �̂i (smoothness), �̂i (sill),

and ĉi (nugget), to denote the estimated values of

�i, �i, �iand ci that maximize the likelihood.

We obtain the estimated covariance, Ĉ;

Ĉ(Z(x); Z(y)) =

kX
i=1

wi(x)wi(y)C�̂i

(x� y):

where �̂i = (�̂i; �̂i; �̂i; ĉi).
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ANOTHER APPROACH:

Bayesian approach for prediction

Using a Bayesian approach to predict/estimate Z

at a location of interest, we obtain a predictive

distribution at each location, instead of just a

predictive value. The predictive distribution can

be used for scienti�c inference.

If the goal is to predict Z at a location x0, the

Bayesian solution is the predictive distribution of

Z(x0) given the observations

Z = (Z(s1); : : : ; Z(sN)),

p(Z(x0)jZ) /

Z
p(Z(x0)jZ; �) p(�jZ) dh d�:

We simulate m values,f�(i)gm
i=1; from the

posterior of the parameter �. Thus, the predictive

distribution is approximated by:

p(Z(x0)jZ) =

1

m

mX
i=1

p(Z(x0)jZ; �
(i)):
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Application to air quality

Our �rst goal is to understand and quantify the

spatial structure of the ozone 8-hour standard

using EPA sites, and then interpolate these values

to determine the regions of non-attainment.

Useful tools an approaches for computation:

� Hierarchical modeling

� Markov Chain Monte Carlo

� Fast Fourier Transform

� Conjugate gradient algorithm
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Figure 7: The graph shows the interpolated values

(mean of the posterior predictive distribution) of

the ozone air quality design values (ppb) using a

Bayesian approach. The design values are calcu-

lated as the 3-year average of the annual fourth-

highest daily maximum 8-hour average ozone con-

centration at the SLAMS/NAMS sites.

Slide 24



Region 7

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=44 (97),  Sill=21 (49), 

Nugget=.2 (50), Smoothness=.9 (2)

Region 8

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=113 (57),  Sill=29 (3), 

Nugget=17 (3), Smoothness=.5 (.3)

Region 9

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=60 (35),  Sill=26 (7), 

Nugget=13 (7), Smoothness=.9 (1)

Region 4

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=16 (29),  Sill=10 (4), 

Nugget=3 (12), Smoothness=.07 (1.23)

Region 5

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=11 (17),  Sill=27 (1), 

Nugget=.2 (1.1), Smoothness=1 (24)

Region 6

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=45 (27),  Sill=13 (7), 

Nugget=1.5 (7), Smoothness=.9 (1.2)

Region 1

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=973 (140),  Sill=60 (11), 

Nugget=1 (1), Smoothness=1  (.1)

Region 2

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=54 (25),  Sill=14 (4), 

Nugget=3 (4), Smoothness=.8  (.9)

Region 3

Distance (km)

ga
m

m
a

0 50 100 150 200 250 300

0
10

20
30

40
50 Range=68 (279),  Sill=3.5 (7), 

Nugget=.5 (18), Smoothness=1.5  (6)

Figure 8: This graph shows the empirical

semivariograms for the ozone air quality de-

sign values in 9 subregions of equal size that

cover the domain. We �tted to the empiri-

cal semivariograms the likelihood estimates based

on the covariance model, cov(Z(x); Z(y)) =P9

i=1K(x� si)K(y� si)C�(si)(x� y): The semi-

variograms show how the spatial structure of the

ozone design values changes with location.
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Figure 9: Six simulations from the predictive pos-

terior distribution of the ozone ambient air quality

design values (ppb).
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Figure 10: Standard error for the predictive pos-

terior distribution of the ozone ambient air quality

design values (ppb). The dots show the locations

of the monitoring sites for the ozone.
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Figure 11: This graph shows non-attainment des-

ignations regions (areas in black in the map) based

on the ozone 8-hour standard that EPA de�ned in

July 1997. The ozone ambient standards are met

when when the ozone design values are less than

85 ppb.
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Network Design for Nonstationary Data:

A Fully Bayesian Approach

Hierarchical approach:

� Step 1:

Zj�; � � Normal(�;��)

where �� is the proposed nonstationary

covariance, a mixture of stationary local

covariances.

The mean � is a function of meteorological

and geographic covariates Y1; : : : ; Yk; with

coeÆcients �:

We allow for multiple pollutants:

Z(s) = (Ozone(s); PM(s)):

� Step 2:

� � �(�)

� � �(�)

we de�ne a prior distribution for � and �:
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We calculate Ĥ(G), using an iterative simulation

Monte Carlo approach to estimate the entropy in

G:
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Covariates

Weather covariates: average relative humidity,

average wind speed, average speci�c humidity,

average temperature, maximum temperature.
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This �gure shows the loocation of the 513 Ozone

Monitoring Sites from SLAMS/NAMS network.

How can we integrate information from both data

bases?
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� How can we integrate information from both

data bases?

In the next section we will introduce a

Bayesian melding approach to combine data

from di�erent sources with di�erent spatial

locations.

� When are covariates useful?

Covariates are useful for sparse networks or

networks under development.
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Adding stations

We choose new sites to maximize H(Gp) where

Gp are all the gauged pseudosites after modifying

the network.

We decompose H(Gp) into elements representing

the existing monitors and the supposed new

monitors.

Then, the design criterion becomes choosing the

added sites to maximize:

H(Gp) = H(G) +H(AddjG) (2)

where the notation re
ects the subdivision of

stations into existing stations G and added

stations Add. Since H(AddjG) is the only term in

(2) related to the choice of the added sites,

maximizing (2) is the same as maximizing:

H(AddjG):
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When the covariance of Add given G is known:

H(AddjG) =
1

2
logj�AddjGj+ c

We take into account nonstationarity and

uncertainty about the covariance, when it is

unknown, by using a fully Bayesian approach

with the nonstationary covariance model

proposed here.
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Incorporating Cost:

There is a cost associated with a potential

monitoring site s, denoted C(s):

De�ne E(s) the entropy measure at site s, i.e. the

uncertainty associated with adding the site s:

It seems natural to consider a combined objective

of maximizing (Zidek, Sun and Le, 2000):

E(s)� 
C(s)

where 
 is a cost to entropy conversion factor.

Anoter possibility is to rank potential pseudosites

based on the ratio:

E(s)=C(s)
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Combining data

Incorporating all the relevant information can be

very diÆcult for various reasons. For instance,

the data could be collected or constructed at

di�erent spatial/temporal scales, and the bias and

measurement error of the available data might

depend on the source of information. We present

a method for combining data (Fuentes & Raftery,

2001).

We introduce the methodology with an example

in air pollution.
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Two sources of information for air 
uxes:

I. Point Measures of Pollutant

Concentrations

Atmospheric deposition takes place via two

pathways: wet deposition and dry deposition.

Wet deposition rates of acidic species across the

United States have been well documented over

the last 10 to 15 years; however, comparable

information is unavailable for dry deposition

rates. Since 1990 EPA operates approximately 50

sites through US to establish spatial patterns of

deposition and concentration.

II. Regional Models (Models-3) Estimated

Concentrations

The present generation of regional scale air

quality models can consider land cover, plant

growth rate, topography, and other factors in

estimating pollutant concentrations and 
uxes in

a grid.
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Figure 12: CASTNet weekly concentrations of

SO2.
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Figure 13: Output of Models-3, weekly average of

SO2 concentrations (ppb), for the week of July 11,

1995. The resolution is 36 km2.
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(Ẑ
)
m
ea
su
rem

en
ts

a
s
th
e
"
g
ro
u
n
d
tru

th
"
.
W
e
a
ssu

m
e
th
ere

is
so
m
e

sm
o
o
th

u
n
d
erly

in
g
(b
u
t
u
n
o
b
serv

ed
)
�
eld

Z
(s),

w
h
ere

Z
(s)

m
ea
su
res

th
e
"
tru

e"
co
n
cen

tra
tio

n
o
f

th
e
p
o
llu
ta
n
t
a
t
lo
ca
tio

n
s.

W
e
w
rite

Ẑ
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Figure 14: Predicted SO2 concentrations via a

Bayesian melding approach to combine CASTNet

and Models-3 data. This graph shows the mean of

the posterior predictive distribution for the under-

lying process Z given CASTNet and Models-3.
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Figure 15: Simulated SO2 concentrations from

the predictive distribution for the SO2; using a

Bayesian melding approach for prediction to com-

bine CASTNet and Models-3 data. The simulated

values are from the posterior predictive distribu-

tion for the underlying process Z given CASTNet

and Models-3
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Figure 16: Standard error of the posterior predic-

tive distribution for the SO2 concentrations of Z,

using a Bayesian melding approach for prediction

to combine CASTNet and Models-3 data.
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Network design with combined spatial data

The conditional distribution of Z given ALL the

data Z (CASTNet and Models-3) is Gaussian

with covariance �.

We denote the dependence on the design D by

writing �D in place of �: Then, the design

problem becomes to choose D to maximize �(�)

for some suitably chosen design criterion �. For

example,

�(�) = j�j;

or an entropy criterion to take into account the

e�ect of estimating the model.
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Conclusions

� We present a general framework (entropy) for

network design, taking into account

lack of stationary, di�erent sources of

uncertainties, multipollutants, covariates and

costs. The entropy approach can be also used

to decide where to add sites.

� We propose an approach to combine data

from di�erent sources, i.e. di�erent networks.

� The approach discussed here can be used not

only for network design but also to produce

more reliable maps of air pollution, and to

study and estimate the spatial structure of

the data.

� The computer implementation is currently

being done using genetic algorithms. We are

on the process of comparing di�erent

algorithms for optimization, and also di�erent

approaches for network design.
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