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PREFACE

National Ambient Air Quality Standards (NAAQS) are promulgated by the United States
Environmental Protection Agency (EPA) to meet requirements set forth in Sections 108 and 109
of the U.S. Clean Air Act (CAA). Sections 108 and 109 require the EPA Administrator
(1) to list widespread air pollutants that reasonably may be expected to endanger public health
or welfare; (2) to issue air quality criteria for them that assess the latest available scientific
information on nature and effects of ambient exposure to them; (3) to set “primary” NAAQS to
protect human health with adequate margin of safety and to set “secondary” NAAQS to protect
against welfare effects (e.g., effects on vegetation, ecosystems, visibility, climate, manmade
materials, etc); and (5) to periodically review and revise, as appropriate, the criteria and NAAQS
for a given listed pollutant or class of pollutants.

In 1971, the U.S. Environmental Protection Agency (EPA) promulgated National Ambient
Air Quality Standards (NAAQS) to protect the public health and welfare from adverse effects of
photochemical oxidants. The EPA promulgates the NAAQS on the basis of scientific
information contained in air quality criteria issued under Section 108 of the Clean Air Act.
Following the review of criteria as contained in the EPA document, Air Quality Criteria for
Ozone and Other Photochemical Oxidants published in 1978, the chemical designation of the
standards was changed from photochemical oxidants to ozone (O;) in 1979 and a 1-hour O,
NAAQS was set. The 1978 document focused mainly on the air quality criteria for O, and, to a
lesser extent, on those for other photochemical oxidants (e.g., hydrogen peroxide and the
peroxyacyl nitrates), as have subsequent revised versions of the document.

To meet Clean Air Act requirements noted above for periodic review of criteria and
NAAQS, the O, criteria document, Air Quality Criteria for Ozone and Other Photochemical

Oxidants, was next revised and released in August 1986; and a supplement, Summary of Selected
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New Information on Effects of Ozone on Health and Vegetation, was issued in January 1992.
These documents were the basis for a March 1993 decision by EPA that revision of the existing
1-h NAAQS for O, was not appropriate at that time. That decision, however, did not take into
account newer scientific data that had become available after completion of the 1986 criteria
document. Such literature was assessed in the next periodic revision of the O, air quality criteria
document (O; AQCD) which has completed in 1996 and provided scientific bases supporting the
setting by EPA in 1997 of the current 8-h O; NAAQS.

The purpose of this revised air quality criteria document for O, and related photochemical
oxidants is to critically evaluate and assess the latest scientific information published since that
assessed in the above 1996 O; AQCD, with the main focus being on pertinent new information
useful in evaluating health and environmental effects data associated with ambient air O,
exposures. However, other scientific data are also discussed in order to provide a better
understanding of the nature, sources, distribution, measurement, and concentrations of O, and
related photochemical oxidants and their precursors in the environment. The document mainly
assesses pertinent literature published through 2004, but also includes assessment of a few
additional important studies published or accepted for publication in 2005.

A First External Review Draft of this O; AQCD (dated January 2005) was released for
public comment and was reviewed by the Clean Air Scientific Advisory Committee (CASAC)
in May, 2005 to obtain. Public comments and CASAC recommendations were then taken into
account in making revisions to the document for incorporation into a Second External Review
Draft (dated August, 2005), which underwent further public comment and CASAC review at a
December, 2005 public meeting. Public comments and CASAC advice derived from review of
that Second External Review Draft were considered in making revisions incorporated into this
final version of the document (dated February, 2006). Evaluations contained in the present
document will be drawn on to provide inputs to associated O, Staff Paper analyses prepared by
EPA’s Office of Air Quality Planning and Standards (OAQPS) to pose options for consideration
by the EPA Administrator with regard to proposal and, ultimately, promulgation of decisions on
potential retention or revision, as appropriate, of the current O; NAAQS.

Preparation of this document was coordinated by staff of EPA’s National Center for
Environmental Assessment in Research Triangle Park (NCEA-RTP). NCEA-RTP scientific
staff, together with experts from other EPA/ORD laboratories and academia, contributed to
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writing of document chapters. Earlier drafts of document materials were reviewed by non-EPA
experts in peer consultation workshops held by EPA. The document describes the nature,
sources, distribution, measurement, and concentrations of O, in outdoor (ambient) and indoor
environments. It also evaluates the latest data on human exposures to ambient O; and
consequent health effects in exposed human populations, to support decision making regarding
the primary, health-related O; NAAQS. Lastly, the document also evaluates ambient O,
environmental effects on vegetation and ecosystems, surface level solar UV radiation flux and
global climate change, and man-made materials to support decision making on secondary
O, NAAQS.

NCEA acknowledges the valuable contributions provided by authors, contributors, and

reviewers and the diligence of its staff and contractors in the preparation of this document.
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FEF, forced expiratory flow after X% vital capacity (e.g., after 25, 50, or
75% vital capacity)

FEV, forced expiratory volume in 1 second

FGFR fibroblast growth factor receptor

FIVC forced inspiratory vital capacity

Fn fibronectin

FP fluticasone propionate

FRC functional residual capacity

FS field stimulation

FTIR Fourier Transform Infrared Spectroscopy

FVC forced vital capacity

GAM General Additive Model

GCE Goddard Cumulus Ensemble (model)

GC-FID gas chromatography-flame ionization detection

GCM general circulation model

GC/MS gas chromatography-mass spectrometry
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GDT
GEE
GEOS-CHEM

GEOS-1 DAS
GM-CSF
GMT

G6PD

GSH
GSHPx, GPx
GSSG
GSTM1
GSTMI1null
H*

‘H

HCO

H,CO, HCHO
HDMA

HF

H,0,

H,SO,

HCs
HHP-C9
5-HIAA
HIST

HLA

HNE

HNO,

HNO,

HNO,

HO

glutathione-disulfide transhydrogenase
Generalized Estimating Equations

three-dimensional model of atmospheric composition driven by
assimilated Goddard Earth Orbiting System observations

NASA Goddard Earth Orbiting System Data Assimilation System
granulocyte-macrophage colony stimulating factor
Greenwich mean time

glucose-6-phosphate dehydrogenase
glutathione; reduced glutathione

glutathione peroxidase

glutathione disulfide

glutathione S-transferase p-1 (genotype)
glutathione S-transferase p-1 null (genotype)
hydrogen ion; symbol for acid

radiolabeled hydrogen

formyl

formaldehyde

house dust mite allergen

Howland Forest site

hydrogen peroxide

sulfuric acid

hydrocarbons
1-hydroxy-1-hydroperoxynonane
5-hydroxyindolacetic acid

histamine

human leukocyte antigen

4-hydroxynonenal

nitrous acid

nitric acid

pernitric acid

hydroxy
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HO, hydroperoxy

H,0, hydrogen peroxide

H,0" protonated water

HOCH,O0OH hydroxymethylhydroperoxide

HONO nitrous acid

HOONO pernitrous acid

HO,NO, peroxynitric acid

HO, hydrogen oxides

HPLC high-pressure liquid chromatography
HR heart rate

HR,.. maximum heart rate

HRV heart rate variability

5-HT 5-hydroxytryptamine

hv solar ultraviolet proton

HVAC heating, ventilaltion, and air conditioning
IAS interalveolar septum

IBM individual-based model or modeling
IC inspiratory capacity

IC intracloud (flash)

ICAM intracellular adhesion molecule

ICEM Indoor Chemistry and Exposure Model
ICS inhaled steroids

ID# identification number

IE intermittent exercise

IFN interferon

Ig immunoglobulin (e.g., IgA, IgE, IgG, IgM)
IL interleukin (e.g., IL-1, IL-6, IL-8)

IN intranasal

INF interferon

inh inhalation
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iNOS
1/0

ip
IPCC
IPMMI

IQR
ISCCP
IT

U

v
i(NO,)
J(0y)

KM
KO

LDH
LFHFR
LFT

LI
LIDAR
LIF
LIS
LLJ
LM
LOESS
LPS
LST
LT

LT

inducible nitric oxide synthase
indoor-to-outdoor ratio

intraperitoneal

Intergovernmental Panel on Climate Change

International Photolysis Frequency Measurement and
Modeling Intercomparison

interquartile range

International Satellite Cloud Climatology Project
intratracheal

International Units

intravenous

photolysis rate coefficient for O, to NO,
photolysis rate coefficient for O, to O('D)
intrinsic mass transfer coefficient/parameter
particle optical reflectance

knockout

tracheobronchial region overall mass transfer coefficient
lactate dehydrogenase

low frequency/high frequency (ratio)

lower free troposphere

labeling index

LIght Detection And Ranging

laser-induced fluorescence

lateral intercellular space

low-level jet

light microscopy

locally estimated smoothing splines
lipopolysaccharide

local standard time

leukotriene (e.g., LTB,, LTC,, LTD,, LTE,)

local time
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LTA
LWC

M

M
MAQSIP
MBL
NBTH
MCCP
MCh
MCM
MCP
MEF,,
MENTOR
MET
MHC
MI
MIESR
MIP
MLN
MM
MM5

MMAD
MMEF
MMMD
MoOx
MOZAIC

MPAN
mRNA
MS

lymphotoxin-alpha

liquid water content

air molecule

male

Multiscale Air Quality Simulation Platform
marine boundary layer
3-methyl-2-benzothiazolinone acetone azine
Mountain Cloud Chemistry Program
methacholine

master chemical mechanism

monocyte chemotactic protein

maximal expiratory flow at 50% of vital capacity
Modeling Environment for Total Risk Studies
metabolic equivalent of work

major histocompatibility

myocardial infarction

matrix isolation electron spin resonance (spectroscopy)
macrophage inflammatory protein

mediastinal lymph node

Mt. Mitchell site

National Center for Atmospheric Research/Penn State Mesoscale
Model

mass median aerodynamic diameter
maximal midexpiratory flow

mean maximum mixing height depth
molybdenum oxides

Measurement of Ozone and Water Vapor by Airbus
In-Service Aircraft

methacryloylperoxynitrate; peroxy-methacrylic nitric anhydride
messenger ribonucleic acid

mass spectrometry
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MS
MSA
MS/MS
MT, Mt
Mtn
MW

n, N
N100
NA

NA, N/A
NAAQS
NADH
NADP
NADPH
NADPH-CR

NAMS/SLAMS

NAPBN
NARE
NASA
NBS
NCICAS
NCLAN
ND
NEM
NESCAUM
NF
NF-kB
NH,
NH,"

Mt. Moosilauke site

metropolitan statistical area

tandem mass spectrometry

metallothionein

mountain

molecular weight

number

number of hours >0.10 ppm

noradrenaline

not available

National Ambient Air Quality Standards
reduced nicotinamide adenine dinucleotide
National Atmospheric Deposition Program
reduced nicotinamide adenine dinucleotide phosphate

reduced nicotinamide adenine dinucleotide phosphate-
cytochrome c reductase

National Ambient Monitoring Stations and State and Local Air
Monitoring Stations

National Air Pollution Background Network

North Atlantic Regional Experiment

National Aeronautics and Space Administration
National Bureau of Standards

National Cooperative Inner-City Asthma Study
National Crop Loss Assessment Network

not detectable

National Ambient Air Quality Standards Exposure Model
Northeast States for Coordinated Air Use Management
national forest

nuclear factor kappa B

ammonia

ammonium ion
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NHAPS National Human Activity Pattern Survey

NHBE cultured human bronchial epithelial (cells)

(NH,),SO, ammonium sulfate

NIH National Institutes of Health

NIST National Institute of Standards and Technology

NK natural killer (cells)

NL nasal lavage

NLF nasal lavage fluid

NM national monument

NMHCs nonmethane hydrocarbons

NMMAPS National Morbidity, Mortality and Air Pollution Study

NMOCs nonmethane organic compounds

NMVOCs nonmethane volatile organic compounds

NNK 4-(N-nitrosomethylamino)-1-(3-pyridyl)-1-butanone

nNOS neuronal nitric oxide synthase

NO nitric oxide

NO, nitrogen dioxide

NO;, nitrate (radical)

NO;” nitrate (ion)

N,O, dinitrogen pentoxide

NOAA National Oceanic and Atmospheric Administration

NOAEL non-observable-adverse-effect level

NOS nitric oxide synthase

NO, nitrogen oxides

NO, total reactive nitrogen; sum of NO, and NO,; odd nitrogen species

NO, nitrogen-containing species, the sum of the products of the
oxidation of NO,

NP national park

NQOI NAD(P)H-quinone oxidoreductase (genotype)

NQOIwt NAD(P)H-quinone oxidoreductase wild type (genotype)

NR not reported
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NRC

OAQPS
OBMs
O('D)
OH
8-OHdG
OLS
OCP)
OPE
OVA

90

PAF
PAHs
PAMS, PAMs

National Research Council

national seashore

nonsignificant

nonsmoker

non-steroidal anti-inflammatory agent
nonspecific bronchial responsiveness
nasal trubinate epithelial (cells)

NIST Traceable Reference Materials
national wildlife refuge

New Zealand white (rabbit)
molecular oxygen

superoxide

ozone

radiolabeled oxygen atom

organic carbon

Office of Air Quality Planning and Standards
observationally based methods
electronically excited oxygen atom
hydroxy
8-hydroxy-2’-deoxyguanosine
ordinary least squares

ground-state oxygen atom

ozone production efficiency
ovalbumin

odd oxygen species; total oxidants
probability

values of the 90th percentile absolute difference in concentrations
platelet-activating factor

polycyclic aromatic hydrocarbons

Photochemical Aerometric Monitoring System
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PAN
PO,
PAR
p-ATP
PBL
PBL
PBM
PBN
PBPK
PC,,

PCA
PC-ALF
pCNEM

pCO,

PD,,, PD,,FEV,
PC,,FEV,
PD,,,SRaw
PE

PEF
PEF, ;5
PEFR
PEG-CAT
PEG-SOD
PEM

PG

6PGD
PGHS-2

peroxyacetyl nitrate

partial pressure of arterial oxygen

proximal alveolar region

para-acetamidophenol

peripheral blood lymphocytes

planetary boundary layer

population-based model or modeling

C-phenyl N-tert-butyl nitrone

physiologically based pharmacokinetic (approach)

provocative concentration that produces a 20% decrease in forced
expiratory volume in 1 second

provocative concentration that produces a 50% decrease in forced
expiratory volume in 1 second

principal component analysis
1-palmitoyl-2-(9-oxonononoyl)-sn-glycero-3-phosphocholine

Canadian version of National Ambient Air Quality Standards
Exposure Model

partial pressure of carbon dioxide

provovative dose that produces a 20% decrease in FEV,
provovative concentration that produces a 20% decrease in FEV,
provocative dose that produces a 100% increase in SRaw
postexposure

peak expiratory flow

peak expiratory flow in 0.75 second

peak expiratory flow rate

polyethylene glycol-catalase

polyethylene glycol-superoxide dismutase

personal exposure monitor

prostaglandin (e.g., PGD,, PGE, PGE,, PGE, PGF,,, PGF,,)

la

6-phosphogluconate dehydrogenase
prostaglandin endoperoxide G/H synthase 2
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PHA
PIF
PK
PM

Pm,,

PM,

PM,,

PM10—2.5

PM,;

PM-CAMx

PMNs
PMT
PND
pNEM

PNN;,
POC
polyADPR
ppb

ppbv
pphm

ppm

ppmv
PPN

PPPs

pptv
PRB

phytohemagglutinin
peak inspiratory flow
pharmacokinetics

particulate matter

pressure at mouth at 0.1 second of inspiration against a transiently

occluded mouthpiece (an index of inspiratory drive)

fine particulate matter (mass median aerodynamic diameter
<2.5 um)

combination of coarse and fine particulate matter (mass median
aerodynamic diameter <10 pm)

coarse particulate matter (mass median aerodynamic diameter
between 10 and 2.5 pum)

combination of coarse and fine particulate matter (mass median
aerodynamic diameter <15 um)

Particulate Matter Comprehensive Air Quality Model with
Extensions

polymorphonuclear leukocytes; neutrophils
photomultiplier tube
postnatal day

Probabilistic National Ambient Air Quality Standard Exposure
Model

proportion of adjacent N-N intervals differing by more than 50 ms

particulate organic carbon
poly(adenosinediphosphate-ribose)
parts per billion

parts per billion by volume

parts per hundred million

parts per million

parts per million by volume
peroxypropionyl nitrate

power plant plumes

parts per trillion by volume

policy relevant background

[I-1viii



PTR-MS proton-transfer-reaction mass spectroscopy

PU, PUL pulmonary

PUFAs polyunsaturated fatty acids

PV potential vorticity

PVOCs photochemical volatile organic compounds

PWM pokeweed mitogen

R intraclass correlation coefficient

r correlation coefficient

R? multiple correlation coefficient

r’ correlation coefficient

RACM Regional Air Chemistry Mechanism

RADM Regional Acid Deposition Model

rALP recombinant antileukoprotease

RAMS Regional Atmospheric Modeling System

RANTES regulated on activation, normal T cell-expressed and -secreted (cells)
R,., Raw airway resistance

RB respiratory bronchiole

RBC red blood cell

RDBMS Relational Database Management Systems

REHEX Regional Human Exposure Model

RER rough endoplasmic reticulum

RH relative humidity

RIOPA Relationship of Indoor, Outdoor, and Personal Air (study)
R, total pulmonary resistance

RMR resting metabolic rate

rMSSD square root of the mean of the squared difference between adjacent

normal R-R intervals

RO, organic peroxy
ROI reactive oxygen intermediate/superoxide anion
RONO, organic nitrate

ROONO,, RO,NO, peroxy nitrate
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ROS reactive oxygen species

RR relative risk

RRMS relatively remote monitoring sites

RT respiratory tract

R; transepithelial resistance

o, sigma-g; geometric standard deviation

S smoker

SAC Staphylococcus aureus Cowan 1 strain

SAI Systems Applications International

S,0, oxygen saturation of arterial blood

SAPRC Statewide Air Pollution Research Center, University of

California, Riverside

SAROAD Storage and Retrieval of Aerometric Data (U.S. Environmental
Protection Agency centralized database; superseded by Aerometric
Information Retrieval System [AIRS])

SAW,, small airway function group

SC stratum corneum

sc subcutaneous

SCAQS Southern California Air Quality Study

SD Sprague-Dawley

SD standard deviation

SDNN standard deviation of normal R-R intervals
SE standard error

SEM standard error of the mean

SES socioeconomic status

SGaw specific airway conductance

SH Shenandoah National Park site

SHEDS Simulation of Human Exposure and Dose System
sICAM soluble intracellular adhesion molecule
SO, sulfur dioxide

SO,* sulfate
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SOA
SOD
SOS
SO
SP
SP

X

SRaw, sRaw
SRBC
SRM
STE
STEP
STPD
STRF
SUMO06
SUMO07
SUMOS8
SURE

T

B

TBA
TBARS
#mTc-DTPA
Teo

TDLAS

secondary organic aerosol

superoxide dismutase

Southern Oxidant Study

sulfur oxides

substance P

surfactant protein (e.g., SP-A, SP-D)

specific airway resistance

sheep red blood cell

standard reference material

stratospheric-tropospheric exchange
Stratospheric-Tropospheric-Exchange Project

standard temperature and pressure, dry

Spatio-Temporal Random Field

seasonal sum of all hourly average concentrations >0.06 ppm
seasonal sum of all hourly average concentrations >0.07 ppm
seasonal sum of all hourly average concentrations >0.08 ppm
Sulfate Regional Experiment Program

tau; atmospheric lifetime

time (duration of exposure)

t-test statistical value; t statistic

tritodothyronine

thyroxine

Third Assessment Report

terminal bronchiole

tracheobronchial (region)

thiobarbituric acid

thiobarbituric acid reactive substances

radiolabeled diethylenetriaminepentaacetic acid

core temperature

tunable-diode laser absorption spectroscopy
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TEM
Tg
TGFB1
Ti

TLC
TLR
TNF
TOMS
TOPSE

TRIM

TRIM.EXPO

TPLIF
TSH
TSP
TTFMS
TVA
TWA
X

UA
UAM
ULLI
URT
UT
UTC
Uuv
UV-A
UV-B
UV-DIAL
VC
VCAM

expiratory time

transmission electron microscopy
teragram

transforming growth factor-beta 1
inspiratory time

total lung capacity

Toll-like receptor

tumor necrosis factor

Total Ozone Mapping Satellite; total 0zone mapping spectrometer

Tropospheric Ozone Production About the Spring Equinox

Total Risk Integrated Methodology (model)

Total Risk Integrated Methodology Exposure Event (model)

two-photon laser-induced fluorescence
thyroid-stimulating hormone

total suspended particulate

two-tone frequency-modulated spectroscopy
Tennessee Valley Authority

time-weighted average

thromboxane (e.g., TXA,, TXB,)

uric acid

Urban Airshed Model

unit length labeling index

upper respiratory tract

Universal Time

Coordinated Universal Time

ultraviolet

ultraviolet radiation of wavelengths 320 to 400 nm
ultraviolet radiation of wavelengths 280 to 320 nm
Ultraviolet Differential Absorption Lidar

vital capacity

vascular cell adhesion molecule
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Emax

max50%

v
v
VmaxZS%
Y,
Y,

max75%

VMD

anatomic dead space

deposition velocity

minute ventilation; expired volume per minute
maximum minute ventilation

maximum expiratory flow at 25% of the vital capacity
maximum expiratory flow at 50% of the vital capacity
maximum expiratory flow at 75% of the vital capacity
volume median diameter

oxygen consumption

maximal oxygen uptake (maximal aerobic capacity)
volatile organic compounds

tidal volume

tracheobronchial region volume

maximum tidal volume

cumulative integrated exposure index with a sigmoidal
weighting function

wet bulb globe temperature
warm conveyor belt

white female

White Face Mountain site
white male

White Top Mountain site

wild type
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ANNEX AX2. PHYSICS AND CHEMISTRY OF OZONE
IN THE ATMOSPHERE

AX2.1 INTRODUCTION

This annex (Annex AX2) provides detailed supporting information for Chapter 2 on the
physics and chemistry of ozone (O,) in the atmosphere. The organization of the material in this
annex follows that used in prior Air Quality Criteria Documents, i.e., material is presented in
sections and subsections. This annex provides material supporting Chapter 2 of the current draft
Air Quality Criteria Document for Ozone.

Section AX2.2 focuses on the chemistry of O, formation. A very brief overview of
atmospheric structure is presented in Section AX2.2.1. An overview of O, chemistry is given in
Section AX2.2.2. Information about reactive chemical species that initiate the oxidation of
VOCs is given in Section AX2.2.3. The chemistry of nitrogen oxides is then discussed briefly in
Section AX2.2.4. The oxidation of methane, the simplest hydrocarbon is outlined in
Section AX2.2.5.

The photochemical cycles leading to O, production are best understood by considering the
oxidation of methane, structurally the simplest VOC. The CH, oxidation cycle serves as a model
which can be viewed as representing the chemistry of the relatively clean or unpolluted
troposphere (although this is a simplification because vegetation releases large quantities of
complex VOC:s, such as isoprene, into the atmosphere). Although the chemistry of the VOCs
emitted from anthropogenic and biogenic sources in polluted urban and rural areas is more
complex, a knowledge of the CH, oxidation reactions aids in understanding the chemical
processes occurring in the polluted atmosphere because the underlying chemical principles are
the same. The oxidation of more complex hydrocarbons (alkanes, alkenes, and aromatic
compounds) is discussed in Sections AX2.2.6, AX2.2.7, and AX2.2.8, respectively. The
chemistry of oxygenated species is addressed in Section AX2.2.9. Greater emphasis is placed on
the oxidation of aromatic hydrocarbons in this section because of the large amount of new
information available since the last Air Quality Criteria for Ozone document (AQCD 96) was
published (U.S. Environmental Protection Agency, 1996) and because of their importance in O,

formation in polluted areas. Multiphase chemical processes influencing O, are discussed in
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Section AX2.2.10. Meteorological processes that control the formation of O, and other oxidants
and that govern their transport and dispersion, and the sensitivity of O, to atmospheric
parameters are given in Section AX2.3. Greater emphasis is placed on those processes for which
a large amount of new information has become available since AQCD 96. The role of
stratospheric-tropospheric exchange in determining O, in the troposphere is presented in Section
AX2.3.1. The importance of deep convection in redistributing O, and its precursors and other
oxidants throughout the troposphere is given in Section AX2.3.2. The possible importance of
nocturnal low-level jets in transporting O, and other pollutants is presented in Section AX2.3.3.
Information about the mechanisms responsible for the intercontinental transport of pollutants and
for the interactions between stratospheric-tropospheric exchange and convection is given in
Section AX2.3.4. Much of the material in this section is based on results of field programs
examining atmospheric chemistry over the North Atlantic ocean. The sensitivity of O, to solar
ultraviolet radiation and temperature is given in Section AX2.3.5. The relations of O; to its
precursors and to other oxidants based on field and modeling studies are discussed in Section
AX2.4. Methods used to calculate relations between O; its precursors and other oxidants are
given in Section AX2.5. Chemistry-transport models are discussed in Section AX2.5.1.
Emissions of O, precursors are presented in Section AX2.5.2. Issues related to the evaluation of
chemistry-transport models and emissions inventories are presented in Section AX2.5.3.
Measurement methods are summarized in Section AX2.6. Methods used to monitor ground-
level O; are given in Section AX2.6.1, NO and NO, in Section AX2.6.2, HNO, in

Section AX2.6.3 and some important VOCs in Section AX2.6.4.

AX2.2 TROPOSPHERIC OZONE CHEMISTRY
AX2.2.1 Atmospheric Structure

The atmosphere can be divided into several distinct vertical layers, based primarily on the
major mechanism by which that portion of the atmosphere is heated or cooled. The lowest major
layer is the troposphere, which extends from the earth’s surface to about 8§ km above polar
regions and to about 16 km above tropical regions. The troposphere is heated by convective
transport from the surface, and by the absorption of infrared radiation emitted by the surface,

principally by water vapor and CO,. The planetary boundary layer (PBL) is the sublayer of the
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troposphere that mixes with surface air on time scales of a few hours or less. It typically extends
to 1-2 km altitude and is often capped by a temperature inversion. The sublayer of the
troposphere above the PBL is called the free troposphere. Ventilation of the PBL with free
tropospheric air takes place on a time scale of a week. Vertical mixing of the whole troposphere
takes place on a time scale of a month or two. The stratosphere extends from the tropopause, or
the top of the troposphere, to about 50 km in altitude. The upper stratosphere is heated by the
absorption of solar ultraviolet radiation by O,, while dissipation of wave energy transported
upwards from the troposphere is a primary heating mechanism in the lower stratosphere.
Heating of the stratosphere is balanced by radiative cooling due to infrared emissions to space
by CO,, H,0, and O,. As a result of heating of the upper stratosphere, temperatures increase
with height, inhibiting vertical mixing. A schematic overview of the major chemical cycles
involved in O, formation and destruction in the stratosphere and troposphere is shown in Figure
AX2-1. The figure emphasizes gas phase processes, but the importance of multiphase processes
is becoming apparent. The sequences of reactions shown in the lower right quadrant of the
figure will be discussed in Section AX2.2. The reader is referred to any of the large number of
texts on atmospheric chemistry, such as Wayne (2000) or Seinfeld and Pandis (1998), for an

introduction to stratospheric photochemistry, including the impact of O;-destroying compounds.

AX2.2.2 Overview of Ozone Chemistry

Ozone is found not only in polluted urban atmospheres but throughout the troposphere,
including remote areas of the globe. Even without ground-level production, some O; would be
found in the troposphere due to downward transport from the stratosphere. Tropospheric
photochemistry leading to the formation of O, and other photochemical air pollutants is
complex, involving thousands of chemical reactions and thousands of stable and reactive
intermediate products. Other photochemical oxidants, such as peroxyacetyl nitrate (PAN), are
among the reactive products. Ozone can be photolyzed in the presence of water to form
hydroxyl radical (OH), which is responsible for the oxidation of NO, and SO, to form
nitric (HNO,) and sulfuric acid (H,SO,), respectively. Ozone participates directly in the
oxidation of unsaturated hydrocarbons, via the ozonolysis mechanism, yielding secondary
organic compounds that contribute to aerosol formation and mass, as well as formaldehyde

(H,CO) and other carbonyl compounds, such as aldehydes and ketones.
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Figure AX2-1. Schematic overview of O, photochemistry in the stratosphere
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and troposphere.

There is a rapid photochemical cycle in the troposphere that involves the photolysis of

nitrogen dioxide (NO,) by solar UV-A radiation to yield nitric oxide (NO) and a ground-state

oxygen atom, O(CP),

NO, +hv — NO + O(3P),

(AX2-1)

O(’P) then reacts with molecular oxygen to form O,: A molecule from the surrounding air

collides with the newly-formed O, molecule, removing excess energy to allow it to stabilize.
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O(CP) + Oy + M — O3 + M, where M = an air molecule. (AX2-2)

Reaction AX2-2 is the only significant reaction forming O, in the troposphere.

NO and O, react to reform NO,:

NO + O3 = NO, + O,. (AX2-3)

This reaction is responsible for O, decreases found near sources of NO (e.g., highways)
especially at night. The oxidation of reactive VOCs leads to the formation of reactive radical
species that allow the conversion of NO to NO, without the participation of O, (as in

reaction AX2-3).

HO,, RO,
NO > N02 (AX2-4)

O, can, therefore, accumulate as NO, photolyzes as in reaction AX2-1 followed by reaction
AX2-2.

It is often convenient to speak about families of chemical species that are defined in terms
of members which interconvert rapidly among themselves on time scales that are shorter than
that for formation or destruction of the family as a whole. For example, an “odd oxygen” (O,)
family can be defined as ) (O(’P) +O('D)+ O, + NO,) in much the same way as the NO,

(NO + NO,) family is defined. We can then see that production of O, occurs by the schematic
reaction AX2-4, and that the sequence of reactions given by reactions AX2-1 through AX2-3
represents no net production of O,. Definitions of species families and methods for constructing
families are discussed in Jacobson (1999) and references therein. Other families that include
nitrogen containing species, and will be referred to later in this chapter, are NO, which is the
sum of the products of the oxidation of NO, =} (HNO, + PAN (CH,CHO-OO-NO,) + HNO, +

other organic nitrates + particulate nitrate); and NO,, which is the sum of NO, and NO,.
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AX2.2.3 Initiation of the Oxidation of VOCs

The key reactive species in the troposphere is the OH radical. OH radicals are
responsible for initiating the photochemical oxidation of CO and most anthropogenic and
biogenic VOC:s, including those responsible for depleting stratospheric O; (e.g., CH;Br,
hydroclorofluorocarbons), and those which contribute to the greenhouse effect (e.g., CH,).
Because of their role in removing so many potentially damaging species, OH radicals have
sometimes been referred to as the atmosphere’s detergent. In the presence of NO, reactions of
OH with VOCs lead to the formation of O,. In addition to OH radicals, there are several other
atmospheric species such as NO;, Cl, and Br radicals and O, that are capable of initiating VOC
oxidation. Rate coefficients and estimated atmospheric lifetimes (the e-folding time) for
reactions of a number of alkanes, alkenes and dienes involved in O, formation with these
oxidants at concentrations characteristic of the relatively unpolluted planetary boundary layer are
given in Table AX2-1. As can be seen from Table AX2-1, there is a wide range of lifetimes
calculated for the different species. However, under certain conditions the relative importance of
these oxidants can change from those shown in the table. For hydrocarbons whose atmospheric
lifetime is much longer than a day, diurnally averaged concentrations of oxidant concentrations
can be used, but for those whose lifetime is much shorter than a day it is more appropriate to use
either daytime or nighttime averages depending on when the oxidant is at highest concentrations.
During these periods, these averages are of the order of twice the values used in Table AX2-1.

The main source of OH radicals is the photolysis of O by solar ultraviolet radiation at
wavelengths < 340 nm (solar radiation at wavelengths < 320 nm is also referred to as UV-B) to

generate electronically excited O('D) atoms (Jet Propulsion Laboratory, 2003),

05+ hv - 0, + O(1D). (AX2-5)

The O('D) atoms can either be deactivated to the ground state O(*P) atom by collisions with N,

and O,, or they react with water vapor to form two OH radicals:

O('D) + H,0 — 2(-OH) (AX2-6)
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Table AX2-1. Comparison of the Atmospheric Lifetimes (t) of Low Molecular Weight Hydrocarbons Due to Reaction with

L TXV

OH, NO,, Cl], Br, and O,
k, cm® molecule™ s7!
OH NO, cl Br 0,

Hydrocarbon kx 10" T k x10"2 T kx10" T kx 10" T kx10% T
Alkanes

Ethane 0.24 48d <1.0x10° >13y 0.57 6.7 mo 3.1x1077 1.0 x 10°y? <0.01 >32y

Propane 1.1 11d 0.00021 >0.60 1.3 90d 0 6.5 x10° y? <0.01 >32y

2-Methylpropane 2.1 56d <0.00007 >18y 1.3 90 d <1.0x  >32x10y> <00l >32y

n-Butane 23 5.2d 0.000046 28y 23 50d <1.0 x >3.2x10"y? <0.01 >32y

2-Methylbutane 4 29d 0.00016 0.79y 2 60d NA NA NA NA

n-Pentane 3.8 3.0d 0.000081 1.6y 2.5 46 d NA NA NA NA

2,2-Dimethylbutane 2.7 43d NA NA NA NA NA NA NA NA

2,3-Dimethylbutane 6.4 1.8d 0.00041 110d 2 60d 0.0064 50y NA NA

2-Methylpentane 5.6 2.1d 0.000017 75y 2.5 47d NA NA NA NA

3-Methylpentane 5.8 2.0d 0.00002 63y 2.5 46d NA NA NA NA

n-Hexane 52 22d 0.00011 12y 3.1 38d NA NA NA NA

2,2,4-Trimethylpentane 3.8 3.0d 0.000075 1.7y 2.3 50d 0.0068 47y NA NA




Table AX2-1 (cont’d). Comparison of the Atmospheric Lifetimes (t) of Low Molecular Weight Hydrocarbons Due to
Reaction with OH, NO,, Cl, Br and O,

k, cm® molecule™ s7!

8 CXV

OH NO, Cl Br 0O,
Hydrocarbon kx 10" T kx 10" T kx10" T kx 10" T kx10" T
Alkenes
Ethene 8.5 33h 0 230d 0.99 3.8m 0.18 1.8y 1.6 7.2d
Propene 26 I1h 0.01 49d 2.3 50d 53 22d 10 1.2d
2-Methylpropene 51 54h 0.34 33h 0.42 9.0m NA NA 11 1.1d
1-Butene 31 9.0h 0.013 3.6d 1.4 65d 34 34d 9.6 1.2d
trans-2-Butene 64 43h 0.39 2.8h NA NA 0.23 l4y 190 1.5h
cis-2-Butene 56 5.0h 0.35 32h NA NA 6.3 18d 125 23h
1,3-Butadiene 67 4.1h 0.1 I1h 42 28d 57 2.0d 6.3 1.8d
Isoprene 100 2.8h 0.68 1.6h 5.1 23d 74 1.6d 13 21h
2-Methyl-2-butene 87 32h 9.4 0.12h NA NA 19 6.1d 400 0.69 h
1-Pentene 31 9.0h 0.7 1.6h NA NA NA NA 11 1.1d
trans-2-Pentene 67 4.1h 1.6 0.69 h NA NA NA NA 320 0.86 h
cis-2-Pentene 65 43h 1.4 0.79 h NA NA NA NA 210 1.3h
2,4,4-Trimethyl-1-pentene 65 43 h 0.51 22h NA NA NA NA NA NA

Notes: NA = Reaction rate coefficient not available. Rate coefficients were calculated at 298k and 1 atmosphere. y = year. d = day.
OH =1 x 10%cm’; NO; = 2.5 x 10%/cm’; C1 = 1 x 10%/cm’; Br=1 x 10*cm® O, =1 x 10"*/cm’. Value for Br calculated based on equilibrium with BrO = 1 ppt.
'Rate Coefficients were Obtained from the NIST Online Kinetics Database for Reactions of Alkanes and for all Cl and Br Reactions.
All Other Rate Coefficients were Obtained from the Evaluation
of Calvert et al. (2000).
? Lifetimes should be regarded as lower limits.

Sources: NIST online kinetics database (http://kinetics.nist.gov/index.php).



The OC’P) atoms formed directly in the photolysis of O, in the Huggins and Chappuis bands or
formed from deactivation of O('D) atoms reform O, through reaction AX2-2. Hydroxyl radicals
produced by reactions AX2-5 and AX2-6 can react further with species such as carbon monoxide
and with many hydrocarbons (for example, CH,) to produce HO, radicals.

Measurements of OH radical concentrations in the troposphere (Poppe et al., 1995; Eisele
et al., 1997; Brune et al., 1999; Martinez et al., 2003; Ren et al., 2003) show that, as expected,
the OH radical concentrations are highly variable in space and time, with daytime maximum
concentrations of > 3 x 10° molecules /cm® in urban areas. A global, mass-weighted mean
tropospheric OH radical concentration also can be derived from the estimated emissions and
measured atmospheric concentrations of methylchloroform (CH;CCl;) and the rate constant for
the reaction of the OH radical with CH;CCl;. Krol et al. (1998) derived a global average OH
concentration of 1.07 x 10° molecules /cm® for 1993 along with an upward trend of about
0.5%/yr between 1978 and 1993. Using an integrated data set of observed O;, H,0, NO,, CO,
VOCs, temperature and cloud optical depth, Spivakovsky et al. (2000) calculated a global annual
mean OH concentration of 1.16 x 10° molecules cm™, consistent to within 10% of the value
obtained by Krol et al. (1998).

HO, radicals do not initiate the oxidation of hydrocarbons, but serve to recycle OH mainly
by way of reaction with NO, O,, and itself (the latter produces H,0,, which can photolyze to
yield OH). The HO, radicals also react with organo-peroxy radicals produced during the
oxidation of VOCs to form organo-peroxides (cf., Section AX2.2.5, reaction AX2-20). Organo-
peroxides undergo wet or dry deposition (Wesely and Hicks, 2000) or degrade further by
photolysis and reaction with OH (Jet Propulsion Laboratory, 2003).

At night, NO, assumes the role of primary oxidant (Wayne et al., 1991). Although it is
generally less reactive than OH, its high abundance in the polluted atmosphere compensates for
its lower reactivity. For several VOCs, however, including dimethylsulfide, isoprene, some
terpenes (a-pinene, limonene, linalool) and some phenolic compounds (phenol, o-cresol),
oxidation by NO, at night is competitive with oxidation by OH during the day, making it an
important atmospheric removal mechanism for these compounds (Wayne et al., 1991) (see
Table AX2-1). The role of NO; radicals in the chemistry of the remote marine boundary layer
has been examined recently by Allen et al., (2000) and in the polluted continental boundary layer
by Geyer and Platt (2002).
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Cl atoms, derived from products of multiphase processes can initiate the oxidation of most
of the same VOCs as OH radicals, however, the rate coefficients for the reactions of alkanes with
Cl atoms are usually much higher. CI will also oxidize alkenes and aromatic compounds, but
with a significantly lower rate constant than for OH reactions. Following the initial reaction
with Cl, the degradation of the hydrocarbon proceeds as with OH and NO,, generating an
enhanced supply of odd hydrogen radicals leading to O production in the presence of
sufficient NO,. The corresponding reactions of Br with hydrocarbons proceed in a similar
manner, but with rate coefficients that can be substantially lower or higher.

Chlorine and bromine radicals will also react directly with O, to form ClO and BrO
radicals, providing a sink for odd oxygen if they do not react with NO to form NO, (e.g.,
Pszenny et al., 1993). As with other oxidants present in the atmosphere, CI chemistry provides a
modest net sink for O; when NO, is less than 20 pptv, and is a net source at higher NO,. Kasting
and Singh (1986) estimated that as much as 25% of the loss of nonmethane hydrocarbons in the
nonurban atmosphere can occur by reaction with Cl atoms, based on the production of Cl atoms
from gas phase photochemical reactions involving chlorine containing molecules (HCI, CH;Cl,
CHCI,, etc.). Elevated concentrations of atomic CI and other halogen radicals can be found in
polluted coastal cities where precursors are emitted directly from industrial sources and/or are
produced via acid-catalyzed reactions involving sea-salt particles (Tanaka et al., 2000; Spicer
et al., 2001).

Substantial chlorine-VOC chemistry has been observed in the cities of Houston and
Beaumont/Port Arthur, Texas (Tanaka et al., 2000; Chang et al., 2002; Tanaka et al., 2003).
Industrial production activities in those areas frequently result in large releases of chlorine gas
(Tanaka et al., 2000). Chloromethylbutenone (CMBO), the product of the oxidation of isoprene
by atomic Cl and a unique marker for chlorine radical chemistry in the atmosphere (Nordmeyer
et al., 1997), has been found at significant mixing ratios (up to 145 pptv) in ambient Houston air
(Riemer and Apel, 2001). However, except for situations in which there are strong local sources
such as these, the evidence for the importance of Cl as an oxidizing agent is mixed. Parrish et al.
(1992, 1993) argued that ratios of selected hydrocarbons measured at Pt. Arena, CA were
consistent with loss by reaction with OH radicals and that any deviations could be attributed to
mixing processes. Finlayson-Pitts (1993), on the other hand had suggested that these deviations
could have been the result of Cl reactions. McKeen et al. (1996) suggested that hydrocarbon
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ratios measured downwind of anthropogenic source regions affecting the western Pacific Basin
are consistent with loss by reaction with OH radicals only. Rudolph et al. (1997), based on data
for several pairs of hydrocarbons collected during a cruise in the western Mediterranean Sea, the
eastern mid- and North Atlantic Ocean and the North Sea during April and May of 1991, also
found that ratios of hydrocarbons to each other are consistent with their loss given mainly by
reaction with OH radicals without substantial contributions from reactions with Cl. Their best
estimate, for their sampling conditions was a ratio of Cl to OH of about 10~%, implying a
concentration of Cl of about 10°/cm’® using the globally averaged OH concentration of

about 10%cm® given above. In contrast Wingenter et al. (1996) and Singh et al. (1996a) inferred
significantly higher concentrations of atomic CI (10* to 10° cm™) based on relative concentration
changes in VOCs measured over the eastern North Atlantic and Pacific Oceans, respectively.
Similar approaches employed over the high-latitude southern ocean yielded lower estimates of
ClI concentrations (10° cm™; Wingenter et al., 1999). Taken at face value, these observations

indicate substantial variability in Cl concentrations and uncertainty in “typical” values.

AX2.2.4 Chemistry of Nitrogen Oxides in the Troposphere

In the troposphere, NO, NO,, and O, are interrelated by the following reactions:

NO + 03 — N02 + 02 (AX2-3)
NO, +hv = NO + OC’P) (AX2-1)
OCP)+ 0, +M—= 0;+M (AX2-2)

The reaction of NO, with O, leads to the formation of the nitrate (NO,) radical,

N02 + 03 —> NO3° + 02, (AX2-7)

which in the lower troposphere is nearly in equilibrium with dinitrogen pentoxide (N,O;):

NO3° + N02 (—M—) N2 05. (AX2-8)
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However, because the NO, radical photolyzes rapidly (with a lifetime of =5 s for an overhead

sun [Atkinson et al., 1992]),

NOs* +hv - NO + O, (10%) (AX2-9a)

— NO, + O(3P) (90%) (AX2-9b)

its concentration remains low during daylight hours, but can increase after sunset to nighttime
concentrations of <5 x 10" to 1 x 10" molecules cm™ (< 2 to 430 ppt) over continental areas
influenced by anthropogenic emissions of NO, (Atkinson et al., 1986). This leads to an increase
of N,O; concentrations during the night by reaction (AX2-8).

The tropospheric chemical removal processes for NO, involve the reaction of NO, with the

OH radical and the hydrolysis of N,Os in aqueous aerosol solutions to produce HNO,.

-OH + NO, —™ HNO; (AX2-10)

H,O(1)

N,Os HNO; (AX2-11)

The gas-phase reaction of the OH radical with NO, initiates the major and ultimate removal
process for NO, in the troposphere. This reaction removes radicals (OH and NO,) and competes
with hydrocarbons for OH radicals in areas characterized by high NO, concentrations, such as
urban centers (see Section AX2.4). In addition to gas-phase nitric acid, Golden and Smith
(2000) have concluded that, pernitrous acid (HOONO) is also produced by the reaction of NO,
and OH radicals on the basis of theoretical studies. However, a recent assessment (Jet
Propulsion Laboratory, 2003) has concluded that this channel represents a minor yield
(approximately 15% at the surface). HOONO will thermally decompose or photolyze.
Gas-phase HNO, formed from reaction AX2-10 undergoes wet and dry deposition to the surface
and uptake by ambient aerosol particles. The tropospheric lifetime of NO, due to reaction
AX2-10 ranges from a few hours to a few days. Geyer and Platt (2002) concluded that reaction
AX2-11 constituted about 10% of the removal of NO, at a site near Berlin, Germany during
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spring and summer. However, during winter the relative importance of reaction AX2-11 could
be much higher because of the much lower concentration of OH radicals and the enhanced
stability of N,O due to lower temperatures and intensity of sunlight. Note that reaction AX2-11
surely proceeds as a heterogeneous reaction.

OH radicals also can react with NO to produce nitrous acid (HNO,):

-OH + NO -2 HNO,. (AX2-12)

In the daytime, HNO, is rapidly photolyzed back to the original reactants:

HNO, + hv — «OH + NO. (AX2-13)

At night, HNO, can be formed by heterogeneous reactions of NO, in aerosols or at the earth’s
surface (Lammel and Cape, 1996; Jacob, 2000; Sakamaki et al., 1983; Pitts et al., 1984;
Svensson et al., 1987; Jenkin et al., 1988; Lammel and Perner, 1988; Notholt et al., 1992a,b).
This results in accumulation of HNO, during nighttime. Modeling studies suggest that
photolysis of this HNO, following sunrise, could provide an important early-morning source of
OH radicals to drive O, formation (Harris et al., 1982).

Another important process controlling NO, concentrations is the formation of organic
nitrates. Oxidation of VOCs produces organic peroxy radicals (RO,), as discussed in the
hydrocarbon chemistry subsections to follow. Reaction of these RO, radicals with NO and NO,
produces organic nitrates (RONO,) and peroxynitrates (RO,NO,):

RO," +NO —2 5 RONO, (AX2-14)

RO," + NO, — 5 RO,NO, (AX2-15)

Reaction (AX2-14) is a minor branch for the reaction of RO, with NO (the major branch
produces RO and NO,, as discussed in the next section). The organic nitrate yield increases with

carbon number (Atkinson, 2000).
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The organic nitrates may react further, depending on the functionality of the R group, but
they will typically not return NO, and can therefore be viewed as a permanent sink for NO,.
This sink is usually small compared to HNO, formation, but the formation of isoprene nitrates
may be a significant sink for NO, in the United States in summer (Liang et al., 1998).

The peroxynitrates produced by (AX2-15) are thermally unstable and most have very short
lifetimes (less than a few minutes) against thermal decomposition to the original reactants. They
are thus not effective sinks of NO,. Important exceptions are the peroxyacylnitrates (PANs)
arising from the peroxyacyl radicals RC(O)OO produced by oxidation and photolysis of
carbonyl compounds. PANs have lifetimes ranging from ~1 hour at room temperature to several
weeks at 250K. They can thus provide an effective sink of NO, at cold temperatures, but also a
reservoir allowing eventual release of NO, as air masses warm, in particular by subsidence. By
far the most important of these PANs compounds is peroxyacetylnitrate (PAN), with formula
CH,C(O)OONO,. PAN is a significant product in the oxidation of most VOCs. It is now well
established that PAN decomposition provides a major source of NOx in the remote troposphere
(Staudt et al., 2003). PAN decomposition in subsiding Asian air masses over the eastern Pacific
could make an important contribution to O, enhancement in the U.S. from Asian pollution

(Hudman et al., 2004).

AX2.2.5 The Methane Oxidation Cycle

The photochemical cycles leading to O, production are best understood by considering the
oxidation of methane, structurally the simplest VOC. The CH, oxidation cycle serves as a model
which describes the chemistry of the relatively clean or unpolluted troposphere (although this is
a simplification because vegetation releases large quantities of complex VOCs into the
atmosphere). Although the chemistry of the VOCs emitted from anthropogenic and biogenic
sources in polluted urban and rural areas is more complex, a knowledge of the CH, oxidation
reactions aids in understanding the chemical processes occurring in the polluted atmosphere
because the underlying chemical principles are the same.

Methane is emitted into the atmosphere as the result of anaerobic microbial activity in
wetlands, rice paddies, the guts of ruminants, landfills, and from mining and combustion of
fossil fuels (Intergovernmental Panel on Climate Change, 2001). The major tropospheric

removal process for CH, is by reaction with the OH radical,
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-OH + CH, - H,0 + CH;. (AX2-16)

In the troposphere, the methyl radical reacts solely with O, to yield the methyl peroxy (CH;0,)
radical (Atkinson et al., 1992):

éH3 + 0O, L) CH50,. (AX2-17)
In the troposphere, the methyl peroxy radical can react with NO, NO,, HO, radicals, and
other organic peroxy (RO,) radicals, with the reactions with NO and HO, radicals being the most

important (see, for example, World Meteorological Organization, 1990). The reaction with NO
leads to the formation of the methoxy (CH,0) radical,

CH;0,* + NO — CH;0 + NO,. (AX2-18)

The reaction with the HO, radical leads to the formation of methyl hydroperoxide
(CH,00H),

CH302° + H02° - CH3OOH + 02, (AX2—19)
which can photolyze or react with the OH radical (Atkinson et al., 1992):
CH300H + hv = CH;0 + *OH. (AX2-20)

-OH + CH;00H —> H,0 + CH;0,* (AX2-21a)

or

— H,O0 + CH,O0H fast decomposition

] (AX2-21b)
¢H,00H + M — H,CO + -OH
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Methyl hydroperoxide is much less soluble than hydrogen peroxide (H,0,), and so wet
deposition after incorporation into cloud droplets is much less important as a removal process
than it is for H,0,. CH;OOH can also be removed by dry deposition to the surface or transported
by convection to the upper troposphere. The lifetime of CH;OOH in the troposphere due to
photolysis and reaction with the OH radical is estimated to be =2 days. Methyl hydroperoxide is
then a temporary sink of radicals, with its wet or dry deposition representing a loss process for
tropospheric radicals.

The only important reaction for the methoxy radical (CH;0) is

CH;0 + 0, — H,CO + HOy". (AX2-22)

HO,* +NO — «OH +NO, (AX2-23)

The HO, radicals produced in (AX2-22) can react with NO, O, or other HO, radicals according

to,

HO,* + O3 - *OH + 20, (AX2-24)
H02° + H02° —> HZOZ + 02. (AX2-25)
Formaldehyde (H,CO) produced in reaction AX2-22 can be photolyzed:

HzCO +hv—> H2 +CO (55%) (AX2-26a)

— «H+HCO (45%) (AX2-26b)

Formaldehyde also reacts with the OH radical,

-OH + H,CO — H,0 + HCO. (AX2-27)
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The H atom and HCO (formyl) radical produced in these reactions react solely with O, to form

the HO, radical:

‘H+ O, +M — HO,* + M (AX2-28)

HCO + 0, — HO,* + CO. (AX2-29)

The lifetimes of H,CO due to photolysis and reaction with OH radicals are =4 h and 1.5 days,
respectively, leading to an overall lifetime of slightly less than 4 hours for H,CO for overhead
sun conditions (Rogers, 1990).

The final step in the oxidation of CH, involves the oxidation of CO by reaction with the

OH radical to form CO,:

CO ++OH — CO, ++H (AX2-30)

HCO + 0, — HO,* + CO. (AX2-29)

The lifetime of CO in the lower troposphere is =2 months at midlatitudes.

NO and HO, radicals compete for reaction with CH,0, and HO, radicals, and the reaction
route depends on the rate constants for these two reactions and the tropospheric concentrations
of HO, and NO. The rate constants for the reaction of the CH;O,- radicals with NO (reaction
AX2-18) and HO, radicals (reaction AX2-19) are of comparable magnitude (e.g., Jet Propulsion
Laboratory, 2003). Based on expected HO, radical concentrations in the troposphere, Logan
et al. (1981) calculated that the reaction of the CH;0,- radical with NO dominates for NO mixing
ratios of >30 ppt. For NO mixing ratios <30 ppt, the reaction of the CH;0," radical with HO,
dominates. The overall effects of methane oxidation on O, formation for the case when

NO >30 ppt can be written as:
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CHy4 + -OH + O, = CH;0,* + H,O
CH;0,* + NO — CH;0- + NO,
CH30- + O, — H,CO + HO,*
HO,* + NO — «OH + NO,

2(NO, +hv — NO + O(3P))

2(0(P) + 0, + M — O3 + M)

Net:

CH4 + 402 + 2hy > HzCO + 203 + HzO

(AX2-16, AX2-17)
(AX2-18)
(AX2-22)
(AX2-23)

(AX2-1)
(AX2-2)

(AX2-31)

Further O, formation occurs, based on the subsequent reactions of H,CO, e.g.,

HZCO +hv+ 202 —> 2H02° +CO
2(HO,* + NO — OH + NO,)
2(NO, + hv = NO + O(P))

2(0CP) + 0y + M — O3 + M)

Net:

H,CO + 40, + hy —> CO + 205 + 2-OH.

(AX2-26b; AX2-28; AX2-29)

(AX2-23)
(AX2-1)
(AX2-2)

(AX2-32)

Reactions in the above sequence lead to the production of two OH radicals which can further

react with atmospheric constituents (e.g., Crutzen, 1973). There is also a less important

pathway:
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H,CO + hy — H, + CO

(AX2-26a)
CO ++OH — CO, ++H (AX2-30)
‘H+O, +M = HOy+ M (AX2-28)
HO,*+ NO — +OH + NO, (AX2-23)
NO, + hv — NO + O(P) (AX2-1)
OCP)+ 0y +M > 05 +M (AX2-2)
Net: H,CO +20,+hv— CO, +05 +H, (AX2-33)

These reaction sequences are important for tropospheric chemistry because formaldehyde is an
intermediate product of the oxidation of most VOCs. The reaction of O, and HO, radicals leads

to the net destruction of tropospheric Os:

HOz' + 03 — «OH + 202 (AX2-24)

Using the rate constants reported for reactions AX2-23 and AX2-24 (Atkinson et al., 1992) and
the background tropospheric O, mixing ratios given above, the reaction of HO, radicals with NO
dominates over reaction with O, for NO mixing ratios >10 ppt. The rate constant for

reaction AX2-25 is such that an NO mixing ratio of this magnitude also means that the HO,
radical reaction with NO will be favored over the self-reaction of HO, radicals.

Consequently, there are two regimes in the “relatively clean” troposphere, depending on
the local NO concentration: (1) a “very low-NO,” regime in which HO, and CH,0, radicals
combine (reaction AX2-19), and HO, radicals undergo self-reaction (to form H,0,) and react
with O, (reactions AX2-25 and AX2-24), leading to net destruction of O, and inefficient OH
radical regeneration (see also Ehhalt et al., 1991; Ayers et al., 1992); and (2) a “low-NO,”
regime (by comparison with much higher NO, concentrations found in polluted areas) in

which HO, and CH,0, radicals react with NO to convert NO to NO,, regenerate the OH radical,
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and, through the photolysis of NO,, produce O;. In the “low NO,” regime there still may be
significant competition from peroxy-peroxy reactions, depending on the local NO concentration.
Nitric oxide mixing ratios are sufficiently low in the remote marine boundary layer
relatively unaffected by transport of NO, from polluted continental areas (< 15 ppt) that
oxidation of CH, will lead to net destruction of O,, as discussed by Carroll et al. (1990) and
Ayers et al. (1992). In continental and marine areas affected by transport of NO, from
combustion sources, NO mixing ratios are high enough (of the order of ~one to a few hundred
ppt) for the oxidation of CH,, nonmethane hydrocarbons (NMHCs) and CO to lead to net O,
formation (e.g., Carroll et al., 1990; Dickerson et al., 1995). Generally, NO mixing ratios
increase with altitude and can be of the order of fifty to a few hundred ppt in the upper
troposphere depending on location. The oxidation of peroxides, carbon monoxide and acetone
transported upward by convection, in the presence of this NO, can lead to local O, formation

(e.g., Singh et al., 1995; McKeen et al., 1997; Wennberg et al., 1998; Briihl et al., 2000).

AX2.2.6 The Atmospheric Chemistry of Alkanes

The same basic processes by which CH, is oxidized occur in the oxidation of other, even
more reactive and more complex VOCs. As in the CH, oxidation cycle, the conversion of NO
to NO, during the oxidation of VOCs results in the production of O, and the efficient
regeneration of the OH radical, which in turn can react with other VOCs (Figure AX2-2). The
chemistry of the major classes of VOCs important for O, formation such as alkanes, alkenes
(including alkenes from biogenic sources), and aromatic hydrocarbons will be summarized in
turn.

Reaction with OH radicals represents the main loss process for alkanes and as also
mentioned earlier, reaction with nitrate and chlorine radicals are additional sinks for alkanes.
For alkanes having carbon-chain lengths of four or less, the chemistry is well understood and the
reaction rates are slow in comparison to alkenes and other VOCs of similar structure and
molecular weight. See Table AX2-1 for a comparison of reaction rate constants for several
small alkanes and their alkene and diene homologues. For alkanes larger than C5, the situation
is more complex because the products generated during the degradation of these compounds are

usually not well characterized. Branched alkanes have rates of reaction that are highly
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Decomposition O2 ) Isomerization

Products

Figure AX2-2. General chemical mechanism for the oxidative degradation of VOCs.

Source: Atkinson (2000).

dependent on carbon backbone structure. Stable products of alkane photooxidation are known to
include carbonyl compounds, alkyl nitrates, and hydroxycarbonyls.

Alkyl nitrates form primarily as an alternate product of reaction AX2-34 (below). Several
modeling studies have predicted that large fractions of NO, exist as alkyl and hydroxy alkyl
nitrates (Calvert and Madronich, 1987; Atherton and Penner, 1988; Trainer et al., 1991).

In NO,- and VOC-rich urban atmospheres, 100 different alkyl and 74 different hydroxy alkyl
nitrate compounds have been predicted and identified (Calvert and Madronich, 1987; Schneider
and Ballschmiter, 1999; Schneider et al., 1998). Uncertainties in the atmospheric chemistry of
the alkanes include the branching ratio of reaction AX2-34, i.e., the extent to which alkyl nitrates
form versus RO and NO,. These uncertainties affect modeling predictions of NO,
concentrations, NO-to-NO, conversion and O, formation during photochemical degradation of
the VOCs. Discrepancies between observations and theory have been found in aircraft
measurements of NO, (Singh et al., 1996b). Recent field studies conducted by Day et al. (2003)

have shown that large fractions of organic nitrates, which may be associated with isoprene
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oxidation products, are present in urban and rural atmosphere that have not been previously
measured and considered in NO, calculations to date.

Alcohols and ethers in ambient air react almost exclusively with the OH radical, with the
reaction proceeding primarily via H-atom abstraction from the C—H bonds adjacent to the
oxygen-containing function group in these compounds (Atkinson and Arey, 2003).

The following list of general reactions, analogous to those described for methane,

summarizes the role of alkane oxidation in tropospheric O, formation.

*OH + RH - H,0 + R

(AX2-34)
‘R+0,+M - RO+ M (AX2-35)
RO,* + NO — RO+ + NO, (AX2-36)
HO,* + NO — «OH + NO, (AX2-23)
RO« + O, = R'CHO + HO,* (AX2-37)
2(NO, +hv — NO + O(’p)) (AX2-1)
2(0Cp) + 0, + M — O3 + M) (AX2-2)
Net: RH + 40, + 2hv — R'CHO + 20; + H,0 (AX2-38)

The oxidation of alkanes can also be initiated by other oxidizing agents such as NO, and Cl
radicals. In this case, there is net production of an OH radical which can reinitiate the oxidation
sequence. The reaction of OH radicals with aldehydes forms acyl (R"CO) radicals, and acyl
peroxy radicals (R"C(0)0,) are formed by the addition of O,. As an example, the oxidation of
ethane (C,H;—H) yields acetaldehyde (CH,—CHO). Acetyl (CH,—CO) and acetylperoxy
(CH4—C(0)O0,) radicals can then be formed. Acetylperoxy radicals can combine with NO, to
form peroxyacetyl nitrate (PAN) via:

CH3C(O)02° +NO, +M & CH3C(O)02N02 +M (AX2-39)
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PAN can act as a temporary reservoir for NO,. Upon the decomposition of PAN, either locally
or elsewhere, NO, is released to participate in the O, formation process again. During the
oxidation of propane, the relatively long-lived intermediate acetone (CH,—C(O) CH,) is formed,
as shown in Figure AX2-3. The photolysis of acetone can be an important source of OH
radicals, especially in the upper troposphere (e.g., Singh et al., 1995). Examples of oxidation
mechanisms of more complex alkanes and other classes of hydrocarbons can be found in

comprehensive texts such as Seinfeld and Pandis (1998).

AX2.2.7 The Atmospheric Chemistry of Alkenes

As shown in Figure AX2-3, the presence of a double carbon-carbon bond, i.e., >C=C <,
in a VOC can greatly increase the range of potential reaction intermediates and products,
complicating the prediction of O, production. The alkenes emitted from anthropogenic sources
are mainly ethene, propene, and the butenes, with lesser amounts of the > C; alkenes. The major
biogenic alkenes emitted from vegetation are isoprene (2-methyl-1,3-butadiene) and C,,H,,
monoterpenes (Atkinson and Arey, 2003), and their tropospheric chemistry is currently the focus
of much attention (Zhang et al., 2002; Sauer et al., 1999; Geiger et al., 2003; Sprengnether et al.,
2002; Witter et al., 2002; Bonn and Moortgat, 2003; Berndt et al., 2003; Fick et al., 2003;
Kavouras et al., 1999; Atkinson and Arey, 2003).

Alkenes react in ambient air with OH and NO, radicals and with O;. The mechanisms
involved in their oxidation have been discussed in detail by Calvert et al. (2000). All three
processes are important atmospheric transformation processes, and all proceed by initial addition
to the > C = C < bonds or, to a much lesser extent, by H atom extraction. Products of alkene
photooxidation include carbonyl compounds, hydroxy alkyl nitrates and nitratocarbonyls, and
decomposition products from the high energy biradicals formed in alkene-O; reactions.

Table AX2-2 provides estimated atmospheric lifetimes for biogenic alkenes with respect to
oxidation by OH, NO, and O,. The structures of most of the compounds given in Table AX2-2
are shown in Figure AX2-4.

Uncertainties in the atmospheric chemistry of the alkenes concern the products and
mechanisms of their reactions with O,, especially the yields of OH radicals, H,0,, and secondary
organic aerosol in both outdoor and indoor environments. However, many product analyses of

important biogenic and anthropogenic alkenes in recent years have aided in the narrowing of
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Figure AX2-3. Hydroxyl radical initiated oxidation of a) propane and b) propene.

Source: Calvert et al. (2000).
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Table AX2-2. Calculated Atmospheric Lifetimes of Biogenic Volatile Organic
Compounds (adapted from Atkinson and Arey, 2003)*

Lifetime for Reaction with

Biogenic VOC OH" 0,¢ NO,*
Isoprene 1.4 h 0.92d 1.6 h
Monoterpenes
Camphene 2.6h 13d 1.7 h
2-Carene 1.7h 1.2 h 4 min
3-Carene 16 h 8.0h 7 min
Limonene 49 min 1.4h 5 min
Myrcene 39 min 35 min 6 min
cis-/trans-Ocimene 33 min 31 min 3 min
«-Phellandrene 27 min 5.6 min 0.9 min
B-Phellandrene 50 min 59h 8 min
«-Pinene 2.6h 32h 11 min
B-Pinene 1.8 h 0.77d 27 min
Sabinene 1.2h 34h 7 min
«-Terpinene 23 min 0.7 min 0.5 min
y-Terpinene 47 min 2.0h 2 min
Terpinolene 37 min 9.1 min 0.7 min
Sesquiterpenes
[-Caryophyllene 42 min 1.4 min 3 min
o-Cedrene 2.1h 9.8h 8 min
a-Copaene 1.5h 1.8 h 4 min
a-Humulene 28 min 1.4 min 2 min
Longifolene 29h >23d 1.6 h
Oxygenates
Acetone® 61d* >32y¢ >8yf
Camphor 2.5d" >165d" >300d"
1,8-Cineole 1.0d > 77 d 1.5y!
cis-3-Hexen-1-ol 1.3h* 43 h* 41h*
cis-3-Hexenyl acetate 18 h* 5.1h* 4Sh*
Linalool 52 min* 39 min* 6 min*
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Table AX2-2 (cont’d). Calculated Atmospheric Lifetimes of Biogenic Volatile Organic
Compounds (adapted from Atkinson and Arey, 2003)*

Lifetime for Reaction with

Biogenic VOC OH" 0,¢ NO,*

Oxygenates (cont’d)

Methanol 12df >32y¢ 20y!
2-Methyl-3-buten-2-ol 2.4 1.2d" 7.7d"
6-Methyl-5-hepten-2-one 53 min® 0.7h° 9 min°

?Rate coefficients from Calvert et al. (2000) unless noted otherwise.

® Assumed OH radical concentration: 1.0 x 10° molecule cm,

¢ Assumed O, concentration: 1 x 10'? molecule cm”, 24-h average.

¢ Assumed NO, radical concentration: 2.5 x 10® molecule cm™, 12-h nighttime average.
°Photolysis will also occur with a calculated photolysis lifetime of ~60 day for the lower troposphere, July, 40° N
(Meyrahn et al., 1986).

f Atkinson et al. (1999).

¢ Estimated.

"Reissell et al. (2001).

Corchnoy and Atkinson (1990).

J Atkinson et al. (1990).

¥ Atkinson et al. (1995).

"Papagni et al. (2001).

™ Grosjean and Grosjean (1994).

"Rudich et al. (1996).

°Smith et al. (1996).

these uncertainties. The reader is referred to extensive reviews by Calvert et al. (2000) and

Atkinson and Arey (2003) for detailed discussions of these products and mechanisms.

Oxidation by OH

As noted above, the OH radical reactions with the alkenes proceed mainly by OH radical
addition to the > C = C <bonds. As shown in Figure AX2-3, for example, the OH radical
reaction with propene leads to the formation of two OH-containing radicals. The subsequent
reactions of these radicals are similar to those of the alkyl radicals formed by H-atom abstraction
from the alkanes. Under high NO conditions, CH;CHCH,OH continues to react — producing

several smaller, “second generation,” reactive VOC:s.
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Camphene 2-Carene 3-Carene Limonene Myrcene
cis-Ocimene  a-Phellandrene B-Phellandrene a-Pinene B-Pinene
Sabinene a-Terpinene y-Terpinene Terpinolene
p-Caryophyllene a-Cedrene a-Copaene
a-Humulene Longifolene
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° |
Camphor 1,8-Cineole Linalool

Figure AX2-4. Structures of a selected number of terpene and sesquiterpene compounds.

Source: Atkinson and Arey (2003).
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For the simple <C, alkenes, the intermediate OH-containing radicals appear to undergo
mainly decomposition at room temperature and atmospheric pressure. Hence, for propene, the
“first-generation” products of the OH radical reaction in the presence of NO are HCHO and
CH,CHO, irrespective of which OH-containing radical is formed.

For the more complex alkenes of biogenic origin, multiple products may be possible from
the initial oxidation step. Each product will further react, following a distinct degradation
pathway. Formaldehyde (HCHO), methacrolein (CH, = C(CH,;)-CHO) and methyl vinyl
ketone (CH;-C(O)-CH=CH, have been identified as the major products of the OH-isoprene
reaction. These products also react with OH radicals and undergo photolysis. Yields of these
products(and others) are sensitive to the concentration of NO, used in laboratory experiments.
For NO, ~100 ppt, methacrolein, methyl vinyl ketone and formaldehyde are formed with yields
of roughly 20%, 16%, and 33% and yields of other carbonyl compounds are about 17%, based
on the results of Ruppert and Becker (2000) and references therein. Ruppert and Becker also
observed much lower yields of C5-unsaturated diols (2 to 5%), methanol and methyl
hydroperoxide indicating the presence of peroxy radical interactions. For NO, ~1 ppb, the yields
of methacrolein are similar to those for NO, ~100 ppb, but the yields of methyl vinyl ketone
(~33%), formaldehyde (~60%) are much higher and the diols, methanol and methyl
hydroperoxide were not observed. Orlando et al. (1999) found that the major products of the
oxidation of methacrolein were CO, CO,, hydroxyacetone, formaldehyde and
methacryloylperoxynitrate (MPAN) in their experiment. Horowitz et al. (1998) suggested that
isoprene may be the principal precursor of PAN over the United States in summer. Hydroperoxy
and organic peroxy radicals formed during the oxidation of isoprene and its products can oxidize
NO to NO,, initiating photochemical O, formation. It should be noted that only about two-thirds
of the carbon in isoprene can be accounted for on a carbon atom basis for NO, >1 ppb. The
values are much lower for lower NO, concentrations. The situation is much better for
methacrolein. Observed products can account for more than 90% of the reacted carbon.

The rates of formation of condensible, oxidation products of biogenic compounds that may
contribute to secondary organic aerosol formation is an important matter for the prediction of
ambient aerosol concentrations. Claeys et al. (2004a,b) found that 2-methyltetrols are formed

from the oxidation of isoprene in yields of about 0.2% on a molar basis, or 0.4% on a mass basis.
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These are semivolatile compounds that can condense on existing particles. On the other hand,

pinene oxidation leads to substantial organic aerosol formation.

Oxidation by Nitrate Radical
NO, radical reacts with alkenes mainly by addition to the double bond to form a
b-nitrooxyalkyl radical (Atkinson 1991, 1994, 1997). The abstraction pathway may account for

up to 20% of the reaction. For propene, the initial reaction is followed by a series of reactions

NO;+ + CH;CH=CH, - CH;CHCH,ONO,
. (AX2-40)

that (Atkinson, 1991) to lead to the formation of, among others, carbonyls and nitrato-carbonyls
including formaldehyde (HCHO), acetaldehyde (CH,CHO), 2-nitratopropanal
(CH,;CH(ONO,)CHO), and I-nitratopropanone (CH,C(O)CH,0ONO,). By analogy to OH,
conjugated dienes like butadiene and isoprene will react with NO; to form d-nitrooxyalkyl
radicals (Atkinson, 2000). If NO, is available for reaction in the atmosphere, then NO
concentrations will be low, owing to the rapid reaction between NO,; and NO. Consequently,
nitrooxyalkyl peroxy radicals are expected to react primarily with NO,, yielding thermally
unstable peroxy nitrates, NO;, HO,, and organoperoxy radicals (Atkinson, 2000).

Several studies have undertaken the quantification of the products of NO;™ initiated
degradation of several of the important biogenic alkenes in O, and secondary organic aerosol
formation, including isoprene, «- and B-pinene, 3-carene, limonene, linalool, and 2-methyl-3-
buten-2-ol. See Figure AX2-4 for the chemical structures of these and other biogenic

compounds. The results of these studies have been tabulated by Atkinson and Arey (2003).

Oxidation by Ozone
Unlike other organic compounds in the atmosphere, alkenes react at significant rates
with O,. Ozone initiates the oxidation of alkenes by addition across carbon-carbon double

bonds, at rates that are competitive with reaction with OH (see Table AX2-1). The addition
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of O; across the double bond yields an unstable ozonide, a 5-member ring including a single
carbon-carbon bond linked to the three oxygen atoms, each singly bound. The ozonide
rearranges spontaneously and then fragments to form an aldehyde or ketone, depending on the
original position of the double bond, and a high energy Criegee biradical. Collisional energy
transfer may stabilize the radical, preventing it from decomposing. Low pressure studies of the
decomposition of the Criegee biradical have shown high yields of the OH radical.

At atmospheric pressures, the rates of OH production have not been reliably established, due to
complications arising from subsequent reactions of the OH produced with the ozonide fragments
(Calvert et al., 2000).

The ozonolysis of larger biogenic alkenes yields high molecular weight oxidation products
with sufficiently low vapor pressures to allow condensation into the particle phase. Many
oxidation products of larger biogenic alkenes have been identified in ambient aerosol,
eliminating their further participation in O production. Figure AX2-5 shows the chemical
structures of the oxidation products of a-pinene and illustrates the complexity of the products.
Carbonyl containing compounds are especially prevalent. A summary of the results of product

yield studies for several biogenic alkenes can be found in Atkinson and Arey (2003).
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Figure AX2-5. Products from the reaction of terpenes with O,.

Source: Atkinson and Arey (2003).
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NO, also participates to a very small degree in the oxidation of alkenes by addition to
double bonds in a manner similar to O;. Rate constants for reactions of this type range
from 107" to 107** for dienes and monoalkenes (King et al., 2002). It should also be noted
that O, reacts with terpenoid compounds released from household products such as air fresheners
and cleaning agents in indoor air to produce ultrafine particles (Wainman et al., 2000; Sarwar

et al., 2002)

AX2.2.8 The Atmospheric Chemistry of Aromatic Hydrocarbons

Aromatic hydrocarbons represent a major class of compounds found in gasoline and other
liquid fuels. Upon vaporization, most of these compounds react rapidly in the atmosphere
(Davis et al., 1975) and following a series of complex processes, involving molecular oxygen
and oxides of nitrogen, produce O,. Reaction with OH radicals serves as the major atmospheric
loss process of aromatic hydrocarbons. Atmospheric losses of alkyl aromatic compounds by O,
and nitrate radicals have been found to be minor processes for most monocyclic aromatic
hydrocarbons. (However, the reaction with of the nitrate radical with substituted
hydroxybenzenes, such as phenol or o-, m-, p-cresol, can be an important atmospheric loss
process for these compounds.) Much of the early work in this field focused on the temperature
dependence of the OH reactions (Perry et al., 1977; Tully et al., 1981) using absolute rate
techniques. Typically two temperature regions were observed for a large number of aromatic
compounds and the complex temperature profile suggested that two mechanisms were operative.
In the high temperature region, hydrogen (H)-atom abstraction from the aromatic ring
dominates, and in the temperature regime less than 320K, OH addition to the aromatic ring is the
dominant process. Thus, at normal temperatures and pressures in the lower troposphere, ring
addition is the most important reactive process followed by H-atom abstraction from any alkyl
substituents. The kinetics of monocyclic aromatic compounds are generally well understood and
there is generally broad consensus regarding the atmospheric lifetimes for these compounds. By
contrast, there is generally a wide range of experimental results from product studies of these
reactions. This leads to a major problem in model development due to a general lack of
understanding of the product identities and yields for even the simplest aromatic compounds,
which is due to the complex reaction paths following initial reaction with OH, primarily by the

addition pathway.
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Two comprehensive reviews, which provide a detailed understanding of the current state-
of-science of aromatic hydrocarbons have been written in the past five years. Atkinson (2000)
reviewed the atmospheric chemistry of volatile organic compounds, of which aromatic
hydrocarbons are included in one section of the review. More recently Calvert et al. (2002)
conducted a highly comprehensive examination of the reaction rates, chemical mechanisms,
aerosol formation, and contributions to O, formation for monocyclic and polycyclic aromatic

hydrocarbons.

AX2.2.8.1 Chemical Kinetics and Atmospheric Lifetimes of Aromatic Hydrocarbons

Rate constants for the reaction of species in the atmosphere with aromatic hydrocarbons
vary widely depending on the number of aromatic rings and substituent groups. Reactions of O,
with aromatic hydrocarbons (AHCs) are generally slow except for monocyclic aromatic
hydrocarbons having unsaturated substituent groups. For example, indene and styrene have
atmospheric lifetimes of 3.3 h and 23 h with respect to reaction with O, which are much longer
than that due to reactive loss with either OH or NO;. Thus, the atmospheric lifetimes and
reaction products of O, and aromatic hydrocarbons will be ignored in this discussion. In
addition to chemical reaction, some organic compounds photolyze in the lower atmosphere.
Virtually all aromatic precursors are not subject to photolysis, although many of the ring
fragmentation products having multiple carbonyl groups can photolyze in the troposphere.

The reaction rates and atmospheric lifetimes of monocyclic aromatic compounds due to
reaction with OH radicals are generally dependent on the number and types of substituent groups
associated with the ring. These reaction rates have been found to be highly temperature and
pressure dependent. The temperature regimes are governed by the processes involved and show
a quite complex appearance. At room temperature (~300 K), both addition to the aromatic ring
and H-atom abstraction occur with the addition reaction being dominant. For the two smallest
monocyclic aromatic hydrocarbons, the initial addition adduct is not completely stabilized at
total pressures below 100 torr.

Numerous studies have been conducted to measure the OH + benzene rate constant over
a wide range of temperatures and pressures. An analysis of absolute rate data taken at

approximately 100 torr argon and not at the high pressure limit yielded a value of 1.2 x 10™"* ¢cm’
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1 1

molec ' s”!'. Atkinson (1989) recommended a value of 1.4 x 102 cm®molec ™' s! at room
temperature and atmospheric pressure. This recommendation has been refined only slightly and
is reflected in the recent value recommended by Calvert et al. (2002) which is given as

1.39 x 102 cm® molec™'s™!. This recommended value for the reaction of OH + benzene together
with values for other monocyclic aromatic hydrocarbons is given in Table AX2-3.

In general, it is observed that the OH rate constants with monocyclic alkyl aromatic
hydrocarbons are strongly influenced by the number of substituent groups found on the aromatic
ring. (That is, the identity of the alkyl substituent groups has little influence on the overall
reactions rate constant.) Single substituent single-ring aromatic compounds which include
toluene, ethyl benzene, n-propylbenzene, isopropylbenzene, and t-butylbenzene have average

!'s”! at room temperature

OH reaction rate constants ranging from 4.5 to 7.0 x 10™'? cm® molec”
and atmospheric pressure. These rate constants lead to atmospheric lifetimes (see below) that
are still greater than 1 day. Rate constants for monocyclic aromatic compounds with greater
than 10 carbon atoms or more are generally not available.

The dominant monocyclic aromatic compounds with two substituents are m-, o-, and
p-xylene. Their recommended OH rate constants range from 1.4 to 2.4 x 10" cm® molec™' s\
Similarly, the three isomers of ethyltoluene have recommended OH rate constants ranging from
1.2t01.9 x 107" cm® molec™ s™'. The only other two substituent single-ring aromatic compound
for which the OH rate constant has been measured is p-cymene (para-isopropyltoluene), giving a
value of 1.5 x 10™"! cm® molec™' s\

OH rate constants for the C, trimethyl substituted aromatic hydrocarbons (1,2,3-; 1,2,4-;
1,3,5-trimethylbenzene) are higher by a factor of approximately 2.6 over the di-substituted
compounds. Rate constants for the three isomers range from 3.3 to 5.7 x 10™"" cm’ molec™" s7".
While concentrations for numerous other trisubstituted benzene compounds have been reported
(e.g., 1,2-dimethyl-4-ethylbenzene), OH rate constants for trimethylbenzene isomers are the only
trisubstituted aromatic compounds that have been reported.

Aromatic hydrocarbons having substituent groups with unsaturated carbon groups have
much higher OH rate constants than their saturated analogues. The smallest compound in this
group is the C; AHC, styrene. This compound reacts rapidly with OH and has a recommended

rate constant of 5.8 x 10" cm® molec™" s™' (Calvert, 2002). Other methyl substituted styrene-
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Table AX2-3. Hydroxyl Rate Constants and Atmospheric Lifetimes of Mono- and
Di-cyclic Aromatic Hydrocarbons (adapted from Atkinson 2000)

OH Rate Constant Ton
Compound (x10") (as indicated)
Benzene 1.4 8.3 d*
Toluene 5.6 2.1d
Ethylbenzene 7 1.7d
n-Propylbenzene 5.8 2.0d
Isopropylbenzene 6.3 1.8d
t-Butylbenzene 4.5 2.6d
o0-Xylene 14 20 h
m-Xylene 23 12 h
p-Xylene 14 19 h
o-Ethyltoluene 12 23 h
m-Ethyltoluene 19 15h
p-Ethyltoluene 12 24 h
p-Cymene 14 19 h
1,2,3-Trimethylbenzene 33 84h
1,2,4-Trimethylbenzene 33 8.6 h
1,3,5-Trimethylbenzene 57 48h
Indan 19 15h
Styrene® 58 48h
a-Methylstyrene 51 54h
Napthalene 23 12 h
1-Methylnapthalene 53 4.8 h
2-Methylnapthalene 52 8.8h

'Rate coefficients given as cm’/molec-sec.

*Lifetime for zero and single alkyl substituted aromatic based on OH concentration of 1x 10° molec cm ™.

? Lifetime for reaction of styrene with NO, is estimated to be 44 min based on a nighttime NO, concentration
of 2.5 x 10® molec cm™* and a rate coefficient of 1.5 x 10™'2 cm?*/molec-sec.
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type compounds (e.g., a-methylstyrene) have OH rate constants within a factor of two of that
with styrene. However, for unsaturated monocyclic aromatic hydrocarbons other processes
including atmospheric removal by NO, radicals can also be important, particularly at night when
photolysis does not substantially reduce the NO, radical concentration (see below).

Polycyclic aromatic hydrocarbons are found to a much lesser degree in the atmosphere
than are the monocyclic aromatic hydrocarbons. For example, measurements made in Boston
during 1995 (Fujita et al., 1997) showed that a single PAH (napthalene) was detected in the
ambient morning air at levels of approximately 1% (C/C) of the total monocyclic aromatic
hydrocarbons. 1-methyl and 2-methylnaphthalene have sufficient volatility to be present in the
gas phase. Other higher molecular weight PAHs (< 3 aromatic rings), if present, are expected to
exist in the gas phase at much lower concentrations than napthalene and are not considered here.
OH rate constants for napthalene and the two methyl substituted napthalene compounds have
been reviewed by Calvert et al. (2002). The values recommended (or listed) by Calvert et al.
(2002) are given in Table AX2-3. As seen in the monocyclic aromatic hydrocarbons, the
substitution of methyl groups on the aromatic ring increases the OH rate constant, in this case by
a factor of 2.3.

Some data is available for the reaction of OH with aromatic oxidation products. (In this
context, aromatic oxidation products refer to those products which retain the aromatic ring
structure.) These include the aromatic carbonyl compound, benzaldehyde, 2,4-; 2,5-; and
3,4-dimethyl-benzaldehyde, and t-cinnamaldehyde. Room temperature rate constants for these
compounds range from 1.3 x 10" cm® molec™' s™' (benzaldehyde) to 4.8 x 10™"' cm® molec™" s™*
(t-cinnamaldehyde). While the yields for these compounds are typically between 2 to 6%, they
can contribute to the aromatic reactivity for aldehydes having high precursor concentration (e.g.,
toluene, 1,2,4-trimethylbenzene). OH also reacts rapidly with phenolic compounds. OH
reaction rates with phenols and o-, m-, and p-cresol are typically rapid (2.7 to 6.8 x 10" cm®
molec™' s™") at room temperature. Five dimethylphenols and two trimethylphenols have OH
reaction rates ranging between 6.6 x 107" and 1.25 x 10"° cm’ molec™' s™'. Finally, unlike the
aromatic aldehydes and phenols, reaction rates for OH + nitrobenzene and OH + m-nitrotoluene
are much lower than the parent molecules, given their electron withdrawing behavior from the

aromatic ring. The room temperature rate constants are 1.4 x 10 and 1.2 x 107", respectively.
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The NO, radical is also known to react with selected AHCs and aromatic photooxidation
products. Reaction can either occur by hydrogen atom abstraction or addition to the aromatic
ring. However, these reactions are typically slow for alkyl aromatic hydrocarbons and the
atmospheric removal due to this process is considered negligible. For AHCs having substituent
groups with double bonds (e.g., styrene, a-methylstyrene), the reaction is much more rapid, due
to the addition of NO; to the double bond. For these compounds, NO, rate constants are on the

!'s”!. This leads to atmospheric lifetimes on the order of about 1 h for

order of 10™"? cm® molec”
typical night time atmospheric NO, levels of 2.5 x 10* molec cm™ (Atkinson, 2000).

The most important reactions of NO; with AHCs are those which involve phenol and
methyl, dimethyl, and trimethyl analogs. These reactions can be of importance due to the high
yields of phenol for the atmospheric benzene oxidation and o-, m-, p-cresol from toluene
oxidation. The NO, + phenol rate has been given as 3.8 x 107> cm® molec™' s™'. Similarly, the
cresol isomers each has an extremely rapid reaction rate with NO, ranging from 1.1 to
1.4 x 107" cm® molec™' s”'. As a result, these compounds, particularly the cresol isomers, can
show rapid nighttime losses due to reaction with NO; with nighttime lifetimes on the order of a
few minutes. There is little data for the reaction of NO, with dimethylphenols or

trimethylphenols which have been found as products of the reaction of OH + m-, p-xylene and

OH + 1,2,4-; 1,3,5-trimethylbenzene.

AX2.2.8.2 Reaction Products and Mechanisms of Aromatic Hydrocarbon Oxidation

An understanding of the mechanism of the oxidation of AHCs is important 1 if O, is to be
accurately predicted in urban atmospheres through modeling studies. As noted above, most
monocyclic aromatic hydrocarbons are removed from the atmosphere through reaction with OH.
Thus, product studies of the OH + AHC should provide the greatest information regarding the
AHC oxidation products. However, the effort to study these reactions has been intractable over
the past two decades due to a number of difficulties inherent in the OH-aromatic reaction
system. There are several reasons for the slow progress in understanding these mechanisms.
(1) Product yields for OH-aromatic systems are poorly understood; for the most studied system,
OH-toluene, approximately 50% of the reaction products have been identified under conditions
where NO, reactions do not dominate the removal of the OH-aromatic adduct. (2) As noted, the

reaction mechanism can change as the ratio of NO, to O, changes in the system (Atkinson and

AX2-36



Aschmann, 1994). Thus, reaction product distributions that may be measured in the laboratory
at high NO, (or NO,) concentrations may not be applicable to atmospheric conditions. This also
limits the usefulness of models to predict O, formation to the extent that secondary aromatic
reactions are not completely parameterized in the system. (3) Aromatic reactions produce highly
polar compounds for which there are few calibration standards available. In most cases,
surrogate compounds have to be used in GC/MS calibrations. Moreover, it is not at all clear
whether the present sampling techniques or analytical instruments are appropriate to measure the
highly polar products produced in these systems. (4) Finally for benzene and toluene in
particular, reaction rates of the products are substantially faster than that of the parent
compounds. Thus, it is difficult to measure yields accurately without substantial interferences
due to secondary reactions. Even given these difficulties, over the past decade a body of
knowledge has been developed whereby the initial steps in the OH-initiated photooxidation have
been established and a wide range of primary products from each of the major reaction systems
have been catalogued.

Benzene is one of the most important aromatic hydrocarbons released into the atmosphere
and is a recognized carcinogen. However, its reaction with OH is extremely slow and its
contribution to urban O, formation is generally recognized to be negligible (Carter, 1994). As a
result, relatively few studies have been conducted on the OH reaction mechanism of benzene.
Major products of the oxidation of benzene have been found to be phenol and glyoxal (Berndt
et al., 1999; Tuazon et al., 1986).

Most of the product analysis and mechanistic work on alkyl aromatic compounds in the gas
phase has focused on examining OH reactions with toluene. The primary reaction of OH with
toluene follows either of two paths, the first being an abstraction reaction from the methyl group
and the second being addition to the ring. It has previously been found that H-atom abstraction
from the aromatic ring is of minor importance (Tully et al., 1981). A number of studies have
examined yields of the benzyl radical formed following OH abstraction from the methyl group.
This radical forms the benzyl peroxy radical, which reacts with nitric oxide (NO) leading to the
stable products benzaldehyde, with an average yield of 0.06, and benzyl nitrate, with an average
yield less than 0.01 (Calvert et al., 2002). Thus, the overall yield for the abstraction channel is

less than approximately 7%.
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It is now generally recognized that addition of OH to the aromatic ring is the major process
removing toluene from the atmosphere and appears to account for more than 90% of the reaction
yield for OH + toluene. The addition of OH to the ring leads to an intermediate OH-toluene
adduct that can be stabilized or can redissociate to the reactant compounds. For toluene, OH
addition can occur at any of the three possible positions on the ring (ortho, meta, or para) to form
the adduct. Addition of OH to the toluene has been shown to occur predominately at the ortho
position (yield of 0.81) with lesser amounts at the meta (0.05) and para (0.14) positions (Kenley
etal., 1981). The initial steps for both the abstraction and addition pathways in toluene have
been shown in Figure AX2-6; only the path to form the ortho-adduct is shown, viz. reaction (2).

The OH-toluene adduct formed is an energy-rich intermediate that must be stabilized by
third bodies in the system to undergo further reaction. Stabilization has been found to occur at
pressures above 100 Torr for most third bodies (Perry et al., 1977; Tully et al., 1981). Therefore,
at atmospheric pressure, the adduct will not substantially decompose back to its reactants as
indicated by reaction (-2). The stabilized adduct (I) is removed by one of three processes:
H-atom abstraction by O, to give a cresol, as in reaction (5); an addition reaction with O,, as in
reaction (6); or reaction with NO, to give m-nitrotoluene as in reaction (7).

The simplest fate for the adduct (I) is reaction with O, to form o-cresol. Data from a
number of studies (e.g., Kenley et al., 1981; Atkinson et al., 1980; Smith et al., 1998; Klotz
et al., 1998; summarized by Calvert et al., 2002) over a wide range of NO, concentrations
(generally above 1 ppmv) show an average yield of approximately 0.15 for o-cresol. Most of the
measurements suggest the o-cresol yield is independent of total pressure, identity of the third
body, and NO, concentration (Atkinson and Aschmann, 1994; Moschonas et al., 1999), but the
data tend to be scattered. This finding suggests that the addition of NO, to the hydroxy
methylcyclo-hexadienyl radical does not contribute to the formation of phenolic-type
compounds. Fewer studies have been conducted for m and p-cresol yields, but the results of two
studies indicate the yield is approximately 0.05 (Atkinson et al., 1980; Gery et al., 1985; Smith
et al., 1998). The data suggests good agreement between the relative yields of the cresols from
the product studies at atmospheric pressure and studies at reduced pressures. Thus, H-atom
abstraction from adducts formed at all positions appears to represent approximately 20% of the

total yield for toluene.
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Figure AX2-6. Initial steps in the photooxidation mechanism of toluene initiated by its
reaction with OH radicals.
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The OH-toluene adduct also reacts with O, to form a cyclohexadienyl peroxy radical (III),
shown as a product of reaction (6) after rearrangement. This radical can undergo a number of
possible processes. Most of these processes lead to ring fragmentation products, many of which
have been seen in several studies (Dumdei and O’Brien, 1984; Shepson et al., 1984).
Ring-fragmentation products are frequently characterized by multiple double bonds and/or
multiple functional groups. As such, these products are highly reactive and extremely difficult
to detect and quantify.

Klotz et al. (1997; 1998) have suggested that the intermediate could also follow through a
mechanism where toluene oxide/oxepin could be formed following the addition of O, to the
OH-aromatic adduct. Recent experiments suggest that the formation of o-cresol through the
photolysis of toluene oxide/oxepin is only a minor contributor to the overall o-cresol that has
been measured (Klotz et al., 1998). This result contrasts to the high yield observed for the
formation of phenol from the photolysis of benzene oxide/oxepin (Klotz et al., 1997). Recently,
Berndt et al. (1999) used a flow tube to test the hypothetical formation of benzene oxide/oxepin
from the OH + benzene reaction at pressures below 100 torr. They saw very little evidence for
its formation.

A few studies have been conducted to identify fragmentation products using a variety of

instruments. Several approaches have been used that employ structural methods, particularly
mass spectrometry (MS), to identify individual products formed during the photooxidation.
In one approach (Dumdei and O’Brien, 1984), the walls of the reaction chamber were extracted
following an extended irradiation. In this study, the analysis was conducted by tandem mass
spectrometry (MS/MS), which allowed products to be separated without the use of a
chromatographic stationary phase. The investigators reported 27 photooxidation products from
toluene, with 15 reportedly from ring fragmentation processes. However, the study was purely
qualitative and product yields could not be obtained. No distinction could be made between
primary and secondary products from the reaction because extended irradiations and species in
various isotopic forms could not be differentiated. More refined approaches using atmospheric
pressure ionization-tandem mass spectrometry has been used to study toluene (Dumdei et al.,
1988) and m- and p-xylene (Kwok et al., 1997) photooxidation.

In another study, Shepson et al. (1984) demonstrated that a number of these fragmentation

products could be analyzed by gas chromatography. Fragmentation products detected in two
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investigations (Dumdei and O’Brien, 1984; Shepson et al., 1984) included glyoxal, methyl
glyoxal, butenedial, 4-oxo0-2-pentenal, hydroxybutenedial, 1-pentene-3,4-dione, 1-butene-3,4-
dione, and methyl vinyl ketone. Additional evidence (Shepson et al., 1984) for fragmentation
processes came from the detection of 2-methylfuran and furfural. These compounds, although
cyclic in structure, result from a bridged oxygen intermediate. Yields of the detected
fragmentation products were subsequently measured in a number of studies (e.g., Bandow et al.,
1985a,b; Tuazon et al., 1986; Smith et al., 1998), were typically under 15% on a reacted carbon
basis.

An additional possible pathway for reaction of the OH-toluene adduct is by reaction
with NO, to give isomers of nitrotoluene. A yield of approximately 0.015 at NO, concentrations
of about 1 ppmv has been measured (Atkinson et al., 1991). Although this yield itself is fairly
minor, the investigators reported a positive intercept in plotting the nitrotoluene concentration
against the NO, concentration; however, the data were considerably scattered. The positive
intercept has been interpreted as suggesting that the OH-toluene adduct does not add O,. This
finding would require, therefore, another mechanism than that described above to be responsible
for the fragmentation products.

The results of this study can be compared to experiments which directly examined the OH
radical loss in reactions of OH with toluene and other aromatic compounds. Knipsel and co-
workers (Knispel et al., 1990) have found a double exponential decay for toluene loss in the
presence of added O,, a rapid decay reflective of the initial adduct formation and a slower decay
reflecting loss of the adduct by O, or other scavengers. From the decay data in the presence
of O,, they determine a loss rate for the OH-toluene of 5.4 x 10'° cm® molec™s™'. Use of this
rate constant suggests that the loss rate of 2500 s for the adduct in the presence of air at
atmospheric pressure. This loss rate compares to a loss due to NO, (with a nominal atmospheric

concentration of 0.1 ppmv) of about 100 s

. This finding suggests that removal of the OH-
toluene adduct by O, is a far more important loss process than removal by NO, under
atmospheric conditions which is in contrast other findings (Atkinson et al., 1991). This finding
was confirmed by the recent experiments from Moschonas et al. (1999).

Therefore, studies on the disposition of toluene following OH reaction can be summarized

as follows. It is generally accepted that H-atom abstraction from the methyl group by OH is a

relatively minor process accounting for a 6 to 7% yield in the OH reaction with toluene.
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Addition of OH to toluene to form an intermediate OH-toluene adduct is the predominant
process. At atmospheric pressure, ring-retaining products such as the cresol and nitrotoluenes
account for another 20% of the primary reaction products (Smith et al., 1999). The remaining
70 to 75% of the products are expected to be ring fragmentation products in the gas phase,
having an uncertain mechanism for formation. Many of these fragmentation products have been
detected, but appear to form at low yields, and relatively little quantitative information on their
formation yields exists. As noted earlier, some of these products contain multiple double bonds,
which are likely to be highly reactive with OH or photolyze which enhances the reactivity of
systems containing aromatics. Mechanisms that cannot adequately reflect the formation of
fragmentation products are likely to show depressed reactivity for the oxidation of toluene and
other aromatic compounds.

The number of studies of the multiple-substituted alkyl aromatics, such as the xylenes or
the trimethylbenzenes, is considerably smaller than for toluene. Kinetic studies have focused on
the OH rate constants for these compounds. For the xylenes, this rate constant is typically a
factor of 2 to 5 greater than that for OH + toluene. Thus, the OH reactivity of the fragmentation
products is similar to that of the parent compounds, potentially making the study of the primary
products of the xylenes less prone to uncertainties from secondary reactions of the primary
products than is the case for toluene.

Products from the OH reaction with the three xylenes have been studied most
comprehensively in a smog chamber using long-path FTIR (Bandow and Washida, 1985a) and
gas chromatography (Shepson et al., 1984; Atkinson and Aschmann, 1994; Smith et al., 1999).
Ring-fragmentation yields of 41, 55, and 36% were estimated for o-, m-, and p-xylene,
respectively, based on the dicarbonyl compounds, glyoxal, methyl glyoxal, biacetyl, and 3-
hexene-2,5-dione detected during the photooxidation. These values could be lower limits, given
that Shepson et al. (1984) report additional fragmentation products from o-xylene, including
I-pentene-4,5-dione, butenedial, 4-oxo-pentenal, furan, and 2-methylfuran. In the earlier
studies, aromatic concentrations were in the range of 5 to 10 ppmv with NO, at 2 to 5 ppmv.

At atmospheric ratios of NO, and O,, the observed yields could be different. Smith et al. (1999)
examined most of the ring retaining products in the OH + m-xylene and OH + p-xylene systems.
In each case, tolualdehyde isomers, dimethylphenol isomers, and nitro xylene isomers specific

for each system were detected. The total ring retaining yield for OH + m-xylene was 16.3%; the
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yield for OH + p-xylene it was 24.5%. A mass balance approach suggests that respective ring-
fragmentation yields of 84% and 76%, respectively. Kwok et al. (1997) also measured products
from the OH + m- and p-xylene systems using atmospheric pressure ionization-tandem mass
spectrometry. Complementary ring-fragmentation products to glyoxal, methylglyoxal, and
biacetyl were detected from the parent ion peaks, although the technique did not permit the
determination of reaction yields.

Smith et al. (1999) also studied ring fragmentation products from the reaction of OH
with 1,2,4- and 1,3,5-trimethylbenzene. Ring-retaining products from the reaction with
1,2,4-trimethylbenzene gave three isomers each of dimethylbenzaldehyde and trimethylphenol
as expected by analogy with toluene. However, the ring-retaining products only accounted for
5.8% of the reacted carbon. Seven additional ring-fragmentation products were also detected
from the reaction, although the overall carbon yield was 47%. For 1,3,5-trimethylbenzene, its
reaction with OH leads to only two ring-retaining products, 3,5-dimethyl-benzaldehyde and
2,4,6-trimethylphenol, given its molecular symmetry. Only a single fragmentation product was
detected, methyl glyoxal, at a molar yield of 90%. The overall carbon yield in this case was
61%. The formation of relatively low yields of aromatic aldehydes and methylphenols suggests
that NO, removal by these compound in these reaction systems will be minimized (see below).

In recent years, computational chemistry studies have been applied to reaction dynamics of
the OH-aromatic reaction systems. Bartolotti and Edney (1995) used density functional-based
quantum mechanical calculations to help identify intermediates of the OH-toluene adduct. These
calculations were consistent with the main addition of OH to the ortho position of toluene
followed by addition of O, to the meta position of the adduct. The reaction energies suggested
the formation of a carbonyl epoxide which was subsequently detected in aromatic oxidation
systems by Yu and Jeffries, (1997). Andino et al. (1996) conducted ab initio calculations using
density functional theory with semiempirical intermediate geometries to examine the energies of
aromatic intermediates and determine favored product pathways. The study was designed to
provide some insight into the fragmentation mechanism, although only a group additivity
approach to calculate AH_ , was used to investigate favored reaction pathways. However, the
similarity in energies of the peroxy radicals formed from the O, reaction with the OH-aromatic

adduct were very similar in magnitude making it difficult to differentiate among structures.

AX2-43



A detailed analysis of toluene oxidation using smog chamber experiments and chemical
models (Wagner et al., 2003) shows that there are still large uncertainties in the effects of
toluene on O, formation. A similar situation is likely to be found for other aromatic

hydrocarbons.

AX2.2.8.3 The Formation of Secondary Organic Aerosol as a Sink for Ozone Precursors
Aromatic hydrocarbons are known to generate secondary organic aerosol (SOA) following
their reaction with OH or other reactive oxidants. Secondary organic aerosol refers to the
formation of fine particulate matter either through nucleation processes or through condensation
onto existing particles. Over the last 12 years numerous experiments have been conducted in
environmental chambers to determine the yield of secondary organic aerosol as a function of the
reacted aromatic hydrocarbon. A review of the results of these studies can be found in the latest
Air Quality for Particulate Matter Document (U.S. Environmental Protection Agency, 2003).
The extent to which aromatic reaction products are removed from the gas phase and
become incorporated in the particle phase will influence the extent to which oxygenated organic
compounds will not be available for participation in the aromatic mechanisms that lead to O,
formation. However, this may be overstated to some degree for products of aromatic precursors.
First, at atmospheric loading levels of organic particulate matter, the SOA yields of the major
aromatic hydrocarbons are in the low percent range. Second, the aromatic products that are
likely to condense on particles are likely to be highly oxygenated and have OH reaction rates
that make them largely unreactive. Thus, while there may be some reduction of O, formation, it

is not expected to be large.

AX2.2.9 Importance of Oxygenated VOCs

The role of oxygenated VOCs in driving O, production has generated increasing interest
over the past decade. These VOCs include carbonyls, peroxides, alcohols, and organic acids.
They are produced in the atmosphere by oxidation of hydrocarbons, as discussed above, but are
also directly emitted to the atmosphere, in particular by vegetation (Guenther et al., 2000).

In rural and remote atmospheres, oxygenated VOCs often dominate over nonmethane
hydrocarbons in terms of total organic carbon mass and reactivity (Singh et al., 2004). The most

abundant by mass of these oxygenated VOC:s is usually methanol, which is emitted by
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vegetation and is present in U.S. surface air at concentrations of typically 1-10 ppbv (Heikes
et al., 2002).

Most oxygenated VOCs react with OH to drive O, production in a manner similar to the
hydrocarbon chemistry discussed in the previous sections. In addition, carbonyl compounds
(aldehydes and ketones) photolyze to produce peroxy radicals that can accelerate O, production,
thus acting as a chemical amplifier (Jaeglé et al., 2001). Photolysis of formaldehyde by
(AX2-26b) was discussed in section AX2.2.5. Also of particular importance is the photolysis of
acetone (Blitz et al., 2004):

(CH3),C(O) + hv S BN CH;C(0)0,* (AX2-41)

producing organic peroxy radicals that subsequently react with NO to produce O;. The
peroxyacetyl radical CH,C(O)OO can also react with NO, to produce PAN, as discussed in
Section AX2.2.4. Photolysis of acetone are a minor but important source of HO, radicals in the

upper troposphere (Arnold et al., 2004).

AX2.2.10 Influence of Multiphase Chemical Processes

In addition to reactions occurring in the gas phase, reactions occurring on the surfaces of or
within cloud droplets and airborne particles also occur. Their collective surface area is huge,
implying that collisions with gas phase species occur on very short time scales. The integrated
aerosol surface area ranges from 4.2 x 10”7 cm*/cm” for clean continental conditions to
1.1 x 10°° cm*/cm’ for urban average conditions (Whitby, 1978). There have been substantial
improvements in air quality especially in urban areas since the time these measurements were
made and so the U.S. urban values should be scaled downward by roughly a factor of two to
four. The resulting surface area is still substantial and the inferred collision time scale of a
gaseous molecule with a particle ranges from a few seconds or less to a few minutes. These
inferred time scales imply that heterogenous reactions will generally be much less important than
gas phase reactions for determining radical concentrations especially when reaction probabilities

much less then unity are considered. A large body of research has accumulated recently
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regarding chemical processes in cloud droplets, snow and ice crystals, wet (deliquesced)
inorganic particles, mineral dust, carbon chain agglomerates and organic carbon-coated particles.

Jacob’s (2000) comprehensive review of the potential influences of clouds and aerosols on
tropospheric O, cycling provides the starting point for this section. Updates to that review will
also be provided. Jacob’s review evaluates the literature available through late 1999, discusses
major areas of uncertainty, recommends experiments to reduce uncertainties, and (based on then
current information) recommends specific multiphase pathways that should be considered in
models of O, cycling. In regard to the latter, Jacob’s recommendations should be viewed as
conservative. Specifically, only reasonably well constrained pathways supported by strong
observational evidence are recommended for inclusion in models. Several poorly resolved
and/or controversial pathways that may be significant in the ambient troposphere lack sufficient
constraints for reliable modeling. Some of these areas are discussed in more detail below.
It should be noted at the outset that many of the studies described in this section involve either
aerosols that are not found commonly throughout the United States (e.g., marine aerosol) or
correspond to unaged particles (e.g., soot, mineral dust). In many areas of the United States,
particles accrete a layer of hydrated H,SO, which will affect the nature of the multiphase
processes occurring on particle surfaces.

Major conclusions from this review are summarized as follows (comments are given in

parentheses):

HO, Chemistry
(1) Catalytic O, loss via reaction of O, + Os,, in clouds appears to be inefficient.

(2) Aqueous-phase loss of HCHO in clouds appears to be negligible (see also Lelieveld and
Crutzen, 1990).

(3) Scavenging of HO, by cloud droplets is significant and can be acceptably parameterized
with a reaction probability of vy, = 0.2, range 0.1 to 1, for HO, - 0.5 H,0,. However,
this approach may overestimate HO, uptake because the influence of HO,,,, on the
magnitude (and direction) of the flux is ignored.

(4) The uptake of alkyl peroxy radicals by aerosols is probably negligible.

(5) Hydrolysis of CH;C(O)OO in aqueous aerosols may be important at night in the
presence of high PAN and aerosol surface area; Y cpy,ci0)00 = 4 X 107* is recommended.
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NO, Chemistry

(6) Hydrolysis of N,O, to HNO; in aqueous aerosols is important (Section AX2.2.4)
(and can be parameterized with yyo, = 0.01 to 0.1 [Schutze and Herrmann, 2002;
Hallquist et al., 2003]).

(7) Although the mechanism is uncertain, heterogeneous conversion of NO, to HONO
on aerosol surfaces should be considered with yy,, = 10"* (range 10 to 10~) for
NO, = 0.5 HONO + 0.5 HNO,. (This reaction also occurs on snow, Crawford et al.,
2001). Wet and dry deposition sinks for HONO should also be considered although
scavenging by aerosols appears to be negligible.

(8) There is no evidence for significant multiphase chemistry involving PAN.

(9) There is no evidence for significant conversion of HNO; to NO, in aerosols.

Heterogeneous ozone loss

(10) There is no evidence for significant loss of O, to aerosol surfaces (except during
dust storms observed in East Asia, e.g., Zhang and Carmichael, 1999).

Halogen radical chemistry

(11) There is little justification for considering BrO, and ClO, chemistry (except perhaps
in limited areas of the United States and nearby coastal areas).
Most of the above conclusions remain valid but, as detailed below, some should be
qualified based on recently published findings and on reevaluation of results form earlier

investigations.

AX2.2.10.1 HO, and Aerosols

Field measurements of HO, reviewed by Jacob (2000) correspond to regions with
relatively low aerosol concentrations (e.g., Mauna Loa [Cantrell et al., 1996]; rural Ontario
[Plummer et al., 1996]; and the upper troposphere [Jaeglé et al., 1999]). In all cases, however,
significant uptake of HO, or HO, + RO, radicals by aerosols was inferred based on imbalances
between measured concentrations of peroxy radicals and photochemical models of gas-phase
chemistry. Laboratory studies using artificial aerosols (both deliquesced and solid) confirm
uptake but the actual mechanism remains unclear. Several investigations report significant HO,
and H,O, production in cloud water (e.g., Anastasio et al., 1994). However the potential

importance of this source is considered unlikely because measurements in continental air show
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no evidence of missing sources for HO, or H,0,. No investigations involving the potential
influences of marine aerosols as sources or sinks for HO, were considered in the above analysis.

Relative to conservative seawater tracers such as Mg>" and Na', organic C associated with
sea-salt aerosols is typically enriched by 2 to 3 orders of magnitude in both polluted (e.g.,
Hoffman and Duce, 1976, 1977; Turekian et al., 2003) and remote regions (Chesselet et al.,
1981). This organic C originates from three major sources: 1) organic surfactants concentrated
from bulk seawater on walls of subsurface bubbles (Tseng et al., 1992), 2) the surface microlayer
of the ocean (Gershey, 1983), and 3) condensation of organic gases (Pun et al., 2000).
Coagulation of chemically distinct aerosols (e.g., via cloud processing) may also contribute
under some conditions.

Resolving chemical processes involving particles in the marine boundary layer (MBL) is
constrained by the relative scarcity of measurements of particulate organic carbon (POC)
(Penner, 1995) and its molecular composition (Saxena et al., 1995). In MBL regions impacted
by direct continental outflow, POC may constitute more that half of the total dry aerosol mass
(Hegg et al., 1997). Carbon isotopic compositions in the polluted North Atlantic MBL indicate
that, on average, 35% to 40% of POC originates from primary (direct injection) and secondary
(condensation of gases) marine sources (Turekian et al., 2003).

The photolysis of dissolved organic compounds is a major source for OH, H,0,, and
C-centered radicals in both the surface ocean (e.g., Blough and Zepp, 1995; Blough, 1997;
Mopper and Kieber, 2000) and in marine aerosols (e.g., McDow et al., 1996). Relative to the
surface ocean, however, production rates in the aerosol are substantially greater per unit volume
because organic matter is highly enriched (Turekian et al., 2003) and aerosol pH is much lower
(Keene et al., 2002). Lower pHs increase rates of many reactions including acid-catalyzed
pathways such as the breakdown of the HOCI radical (King et al., 1995), the formation of H,O,
from the photolysis of phenolic compounds (Anastasio et al., 1997), and the photolysis of organic
acids.

To provide a semi-quantitative context for the potential magnitude of this source, we
assume a midday OH production rate in surface seawater of 10""' M sec™' (Zhou and Mopper,
1990) and a dissolved organic carbon enrichment of 2 to 3 orders of magnitude in sea-salt
aerosols. This yields an estimated OH production rate in fresh (alkaline) sea-salt acrosols of 10™°

to 10 M sec™!. As discussed above, rapid (seconds to minutes) acidification of the aerosol

AX2-48



should substantially enhance these production rates. Consequently, the midday OH production
rates from marine-derived organic matter in acidified sea-salt aerosols may rival or perhaps
exceed midday OH scavenging rates from the gas phase (approximately 107" M sec '; [Chameides
and Stelson, 1992]). Scavenging is the only significant source for OH in acidified sea-salt
aerosols considered by many current models.

Limited experimental evidence indicates that these pathways are important sources of HO,
and RO, in marine air and possibly in coastal cities. For example, the absorption of solar energy
by organic species dissolved in cloud water (e.g., Faust et al., 1993; Anastasio et al., 1997) and in
deliquesced sea-salt aerosols (Anastasio et al., 1999) produces OH, HO,, and H,0,. In addition,
Fe(IIT) complexation by oxalate and similar ligands to metal such as iron can greatly enhance
radical production through ligand to metal charge transfer reactions (Faust, 1994; Hoigné et al.,
1994). Oxalate and other dicarboxylic anions are ubiquitous components of MBL aerosols in
both polluted (e.g., Turekian et al., 2003) and remote regions (Kawamura et al., 1996).

Substantial evidence exists for washout of peroxy radicals. Near solar noon, mixing ratios
of total HO, plus RO, radicals generally fall in the 50 ppt range, but during periods of rain these
values dropped to below the detection limit of 3 to 5 ppt (Andrés Hernandez et al., 2001; Burkert
et al., 2001a,b, 2003). Such low concentrations cannot be explained by loss of actinic radiation,
because nighttime radical mixing ratios were higher.

Burkert et al. (2003) investigated the diurnal behavior of the trace gases and peroxy radicals
in the clean and polluted MBL by comparing observations to a time dependant, zero-dimensional
chemical model. They identified significant differences between the diurnal behavior of RO,’
derived from the model and that observed possibly attributable to multiphase chemistry. The
measured HCHO concentrations differed from the model results and were best explained by
reactions involving low levels of CI.

Finally, photolytic NO, reduction is important in the surface ocean (Zafiriou and True,
1979) and could contribute to OH production in sea-salt acrosols. Because of the
pH-dependence of HNO, phase partitioning, most total nitrate (HNO; + particulate NO;") in
marine air is associated with sea salt (e.g., Huebert et al., 1996; Erickson et al., 1999). At high
mM concentrations of NO; ™ in sea-salt aerosols under moderately polluted conditions (e.g.,
Keene et al., 2002) and with quantum yields for OH production of approximately 1% (Jankowski

et al., 2000), this pathway would be similar in magnitude to that associated with scavenging
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from the gas phase and with photolysis of dissolved organics. Experimental manipulations of
marine aerosols sampled under relatively clean conditions on the California coast confirms that
this pathway is a major source for OH in sea-salt solutions (Anastasio et al., 1999).

Although largely unexplored, the potential influences of these poorly characterized radical
sources on O, cycling in marine air are probably significant. At minimum, the substantial
inferred concentrations of HO, in aerosol solutions would diminish and perhaps reverse HO,
scavenging by marine aerosols and thereby increase O, production relative to models based on

Jacob’s (2000) recommended reaction probability.

AX2.2.10.2 NO, Chemistry

Jacob (2000) recommended as a best estimate, yy o, = 0.1 for the reaction probability
of N,O; on aqueous aerosol surfaces with conversion to HNO,. Recent laboratory studies on
sulfate and organic aerosols indicates that this reaction probability should be revised downward,
to a range 0.01-0.05 (Kane et al., 2001; Hallquist et al., 2003; Thornton et al., 2003). Tie et al.
(2003) found that a value of 0.04 in their global model gave the best simulation of observed NO,
concentrations over the Arctic in winter. A decrease in N,O; slows down the removal of NO,
and thus increases O; production. Based on the consistency between measurements of NO,
partitioning and gas-phase models, Jacob (2000) considers it unlikely that significant HNO; is
recycled to NO, in the lower troposphere. However, only one of the reviewed studies (Schultz
et al., 2000) was conducted in the marine troposphere and none were conducted in the MBL.
An investigation over the equatorial Pacific reported discrepancies between observations and
theory (Singh et al., 1996b) that might be explained by HNO; recycling. It is important to
recognize that both Schultz et al. (2000) and Singh et al. (1996b) involved aircraft sampling
which, in the MBL, significantly under represents sea-salt aerosols and thus most total NO,
(HNO; +NOj") and large fractions of NO, in marine air (e.g., Huebert et al., 1996).
Consequently, some caution is warranted when interpreting constituent ratios and NO, budgets
based on such data.

Recent work in the Arctic has quantified significant photochemical recycling of NO;”
to NO, and perturbations of OH chemistry in snow (Honrath et al., 2000; Dibb et al., 2002;
Domine and Shepson, 2002), which suggests the possibility of similar multiphase pathways

occurring in aerosols. As mentioned above, recent evidence also indicates that NO; ™ is
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photolytically reduced to NO, (Zafariou and True, 1979) in acidic sea-salt solutions (Anastasio
et al., 1999). Further photolytic reduction of NO,” to NO (Zafariou and True, 1979) could
provide a possible mechanism for HNO, recycling. Early experiments reported production

of NO, during the irradiation of artificial seawater concentrates containing NO,™ (Petriconi and
Papee, 1972). Based on the above, we believe that HNO; recycling in sea-salt aerosols is
potentially important and warrants further investigation. Other possible recycling pathways
involving highly acidic aerosol solutions and soot are reviewed by Jacob (2000).

Ammann et al. (1998) reported the efficient conversion of NO, to HONO on fresh soot
particles in the presence of water. They suggest that interaction between NO, and soot particles
may account for high mixing ratios of HONO observed in urban environments. Conversion
of NO, to HONO and subsequent photolysis to NO + OH would constitute an NO,-catalyzed O,
sink involving snow. High concentrations of HONO can lead to the rapid growth in OH
concentrations shortly after sunrise, giving a “jump start” to photochemical smog formation.
Prolonged exposure to ambient oxidizing agents appears to deactivate this process. Broske et al.
(2003) studied the interaction of NO, on secondary organic aerosols and concluded that the
uptake coefficients were too low for this reaction to be an important source of HONO in the
troposphere.

Choi and Leu (1998) evaluated the interactions of nitric acid on a model black carbon soot
(FW2), graphite, hexane and kerosene soot. They found that HNO, decomposed to NO,
and H,O at higher nitric acid surface coverages, i.e., P(HNO,) > = 10"* Torr. None of the soot
models used were reactive at low nitric acid coverages, at P(HNO,) = 5 x 10”7 Torr or at lower
temperatures (220K). They conclude that it is unlikely that aircraft soot in the upper
troposphere/lower stratosphere reduces HNO;.

Heterogeneous production on soot at night is believed to be the mechanism by which
HONO accumulates to provide an early morning source of HO, in high NO, environments
(Harrison et al., 1996; Jacob, 2000). HONO has been frequently observed to accumulate to
levels of several ppb overnight, and has been attributed to soot chemistry (Harris et al., 1982;
Calvert et al., 1994; Jacob, 2000).

Longfellow et al. (1999) observed the formation of HONO when methane, propane, hexane
and kerosene soots were exposed to NO,. They estimate that this reaction may account for some

part of the unexplained high levels of HONO observed in urban areas. They comment that
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without details about the surface area, porosity and amount of soot available for this reaction,
reactive uptake values cannot reliably be estimated. They comment that soot and NO, are
produced in close proximity during combustion, and that large quantities of HONO have been
observed in aircraft plumes.

Saathoff et al. (2001) studied the heterogeneous loss of NO,, HNO,, NO,/N,O;,
HO,/HO,NO, on soot aerosol using a large aerosol chamber. Reaction periods of up to several
days were monitored and results used to fit a detailed model. They derived reaction probabilities
at 294 K and 50% RH for NO,, NO,, HO, and HO,NO, deposition to soot, HNO, reduction
to NO,, and N,O; hydrolysis. When these probabilities were included in photochemical box
model calculations of a 4-day smog event, the only noteworthy influence of soot was a 10%
reduction in the second day O, maximum, for a soot loading of 20 pg m™, i.e., a factor of 2 to
10 times observed black carbon loadings seen during extreme U.S. urban pollution events,
although such concentrations are observed routinely in the developing world.

Muioz and Rossi (2002) conducted Knudsen cell studies of HNO; uptake on black and
grey decane soot produced in lean and rich flames, respectively. They observed HONO as the
main species released following nitric acid uptake on grey soot, and NO and traces of NO, from
black soot. They conclude that these reactions would only have relevance in special situations in

urban settings where soot and HNO; are present in high concentrations simultaneously.

AX2.2.10.3 Halogen Radical Chemistry

Barrie et al. (1988) first suggested that halogen chemistry on snow surfaces in the Arctic
could lead to BrOx formation and subsequent O, destruction. More recent work suggests that
halogen radical reactions may influence O, chemistry in mid latitudes as well.

The weight of available evidence supports the hypothesis that halogen radical chemistry
significantly influences O, cycling over much of the marine boundary layer at lower latitudes
and in at least some other regions of the troposphere. However, proposed chemical mechanisms
are associated with substantial uncertainties and, based on available information, it appears
unlikely that a simple parameterization (analogous to those recommended by Jacob (2000) for
other multiphase transformations) would adequately capture major features of the underlying

transformations.
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Most of the Cl and Br in the marine boundary layer are produced in association with
sea-salt aerosols by wind stress at the ocean surface (e.g., Gong et al., 1997). Fresh aerosols
rapidly dehydrate towards equilibrium with ambient water vapor and undergo other chemical
processes involving the scavenging of reactive gases, aqueous-phase transformations, and
volatilization of products. Many of these processes are strongly pH-dependent (Keene et al.,
1998). Throughout most of the marine boundary layer, sea-salt alkalinity is tritrated rapidly
(seconds to minutes) by ambient acids (Chameides and Stelson, 1992; Erickson et al., 1999) and,
under a given set of conditions, the pHs of the super-um, sea-salt size fractions are buffered to
similar values via HCI phase partitioning (Keene and Savoie, 1998; 1999; Keene et al., 2002).

Model calculations based on the autocatalytic halogen activation mechanism (Vogt et al.,
1996; Keene et al., 1998; Sander et al., 1999; von Glasow et al., 2002a,b; Pszenny et al., 2004;
Sander et al., 2003) predict that most particulate Br™ associated with acidified sea-salt acrosol
would react to form Br, and BrCl, which subsequently volatilize and photolyze in sunlight to

produce atomic Br and Cl. Most Br atoms recycle in the gas phase via

«Br + O3 - BrO« + O, (AX2-42)
BrO- + HO,* — HOBr + 0, (AX2-43)
HOBr + hv — «OH + +Br (AX2-44)

and thereby catalytically destroy O,, analogous to Br cycling in the stratosphere (e.g.,
Mozurkewitch, 1995; Sander and Crutzen, 1996). Side reactions with HCHO and other
compounds produce HBr, which is either scavenged and recycled through the aerosol or lost to
the surface via wet and dry deposition (Dickerson et al., 1999).

Cl-radical chemistry influences O; in two ways (e.g., Pszenny et al., 1993). Some atomic
Cl in marine air reacts directly with O, initiating a catalytic sequence analogous to that of Br
(AX2-42 through AX2-44 above). However, most atomic Cl in the MBL reacts with
hydrocarbons (which, relative to the stratosphere, are present at high concentrations) via

hydrogen extraction to form HCI vapor. The enhanced supply of odd hydrogen radicals from
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hydrocarbon oxidation leads to O, production in the presence of sufficient NO,. Thus, Cl
chemistry represents a modest net sink for O; when NO, is less than 20 pptv and a net source at
higher NO,. Although available evidence suggest that significant Cl-radical chemistry occurs in
clean marine air, its net influence on O, appears to be small relative to that of Br and I.

In addition to Br and Cl, several lines of recent evidence suggests that an autocatalytic
cycle also sustains I-radical chemistry leading to significant net O, destruction in marine air
(Vogt et al., 1996, 1999; von Glasow et al., 2002a). The cycle is initiated by photolysis of
organoiodine compounds emitted from the ocean surface to generate atomic I (Carpenter et al.,
1999). lodine atoms react almost exclusively with O, to form 10. Most 10 photodissociates in
sunlight to generate I and atomic O, which rapidly recombines with O, to form O;.
Consequently, this cycle has no net effect on O, (Stutz et al., 1999). However, alternative
reaction pathways analogous to reactions AX2-42 through AX2-44 above lead to catalytic O,
destruction. Model calculations suggest that HOI recycles via acid-catalyzed aerosol scavenging
to form ICl and IBr, which subsequently volatilize and photolyze to form halogen atoms. The
net effect of this multiphase pathway is to increase concentrations of volatile reactive I. The self
reaction of IO to form I and OIO may further enhance O, destruction (Cox et al., 1999;
Ashworth et al., 2002). 10 also reacts with NO, to form INO;, which can be scavenged by
aqueous aerosols. This pathway has been suggested as a potentially important sink for NO, in
the remote MBL and would, thus, contribute indirectly to net O, destruction (McFiggans et al.,
2000).

Various lines of observational evidence support aspects of the above scenarios. Most
measurements of particulate Br in marine air reveal large depletions relative to conservative sea-
salt tracers (e.g., Sander et al., 2003) and, because HBr is highly soluble in acidic solution, these
deficits cannot be explained by simple acid-displacement reactions (e.g., Ayers et al., 1999).
Observed Br depletions are generally consistent with predictions based on the halogen activation
mechanism. In contrast, available, albeit limited, data indicate that I is highly enriched in marine
aerosols relative to bulk seawater (e.g., Sturges and Barrie, 1988), which indicates active
multiphase iodine chemistry.

Direct measurements of BrO in marine air by differential optical absorption spectroscopy
(DOAS) reveal mixing ratios that are near or below analytical detection limits of about 1 to 3 ppt

(Honninger, 1999; Pszenny et al., 2003; Leser et al., 2003) but within the range of model
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predictions. Column-integrated DOAS observations from space reveal substantial mixing ratios
of tropospheric BrO (e.g., Wagner and Platt, 1998). Although the relative amounts in the MBL
cannot be resolved, these data strongly suggest active destruction of tropospheric O, via the
reaction sequence of AX2-42 through AX2-44. Similarly, measurements of IO (McFiggans

et al., 2000) and OIO (Allan et al., 2001) indicate active O, destruction by an analogous pathway
involving atomic I. In addition, anticorrelations on diurnal time scales between total volatile
inorganic Br and particulate Br and between volatile inorganic I and particulate I have been
reported (e.g., Rancher and Kritz, 1980; Pszenny et al., 2004). Although the lack of speciation
precludes unambiguous interpretation, these relationships are also consistent with predictions
based on the halogen activation mechanism.

Large diurnal variabilities in O, measured over the remote subtropical Atlantic and Indian
Oceans (Dickerson et al., 1999; Burkert et al., 2003) and early morning depletions of O,
observed in the remote temperate MBL (Galbally et al., 2000) indicate that only about half of the
inferred O, destruction in the MBL can be explained by conventional HO,/NO, chemistry.
Model calculations suggest that Br- and I" radical chemistry could account for a “missing” O,
sink of this magnitude (Dickerson et al., 1999; Stutz et al., 1999; McFiggans et al., 2000; von
Glasow et al., 2002b). In addition to the pathway for O destruction given by R AX2-39 to R
AX2-41, in areas with high concentrations of halogen radicals the following generic loss
pathways for O, can occur in the Arctic at the onset of spring and also over salt flats near the
Dead Sea (Hebestreit et al., 1999) and the Great Salt Lake (Stutz et al., 2002) analogous to their

occurrence in the lower stratosphere (Yung et al., 1980).

X+0;>X0+0, (X=Br,CLI) (AX2-45)
Y+03>Y0++0, (Y=Br,CLI) (AX2-46)
X0+ YO = X +Y+0O, (AX2-47)
Net: 205 - 30, (AX2-48)

Note that the self reaction of ClO radicals is likely to be negligible in the troposphere. There are

three major reaction pathways involved in reaction AX2-47. Short-lived radical species are
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produced. These radicals rapidly react to yield monoatomic halogen radicals. In contrast to the
situation in marine air, where DOAS measurements indicate BrO concentrations of 1 to 3 ppt,
Stutz et al. (2002) found peak BrO concentrations of about 6 ppt and peak ClO concentrations of
about 15 ppt. They also derived a correlation coefficient of -0.92 between BrO and O, but much
smaller values of r between ClO and O,. Stutz et al. attributed the source of the reactive
halogens to concentrated high molality solutions or crystalline salt around salt lakes, conditions
that do not otherwise occur in more dilute or ocean salt water. They also suggest that halogens
may be released from saline soils. The inferred atmospheric concentrations of CI are about
10°/cm’, or about a factor of 100 higher than found in the marine boundary layer by Rudolph

et al. (1997) indicating that, under these conditions, the Cl initiated oxidation of hydrocarbons
could be substantial.

Most of the well-established multiphase reactions tend to reduce the rate of O, formation in
the polluted troposphere. Direct reactions of O, and atmospheric particles appears to be too slow
to reduce smog significantly. Removal of HO, onto hydrated particles will decrease the
production of O, by the reaction of HO, with NO. The uptake of NO, and HNO, will also result
in the production of less O,. Conditions leading to high concentrations of Br, Cl, and I radicals
can lead to O, loss. The oxidation of hydrocarbons (especially alkanes) by Cl radicals,
in contrast, may lead to the rapid formation of peroxy radicals and faster smog production in
coastal environments where conditions are favorable for the release of gaseous Cl from the
marine aerosol. There is still considerable uncertainty regarding the role of multiphase processes
in tropospheric photochemistry and so results should be viewed with caution and an appreciation

of their potential limitations.

AX2.2.10.4 Reactions on the Surfaces of Crustal Particles

Field studies have shown that O, levels are reduced in plumes containing high particle
concentrations (e.g., DeReus et al.; 2000; Berkowitz et al., 2001; Gaffney et al., 2002).
Laboratory studies of the uptake of O, on untreated mineral surfaces (Hanisch and Crowley,
2003; Michel et al., 2002, 2003) have shown that O, is lost by reaction on these surfaces and this
loss is catalytic. Values of y of 1.2 0.4 x 10 * were found for reactive uptake on a-Al,O,
and 5+ 1 x 107 for reactive uptake on SiO, surfaces. Usher et al. (2003) found mixed behavior

for O, uptake on coated surfaces with respect to untreated surfaces. They found that y drops
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from 1.2 £0.4 x 10 to 3.4 = 0.6 x 10°° when «-Al,O, surfaces are coated with NO, derived
from HNO,, whereas they found that vy increases to 1.6 = 0.2 x 10™* after these surfaces have
been pretreated with SO,. Usher et al. also pretreated surfaces of SiO, with either a C8-alkene or
a C8-alkane terminated organotrichlorosilane. They found that y increased to 7 £ 2 x 107 in the
case of treatment with the alkene, but that it decreased to 3 + 1 x 10 for treatment with the
alkane. Usher et al. (2003) suggested, on the basis of these results that mineral dust particles
coated with nitrates or alkanes will affect O, less than dust particles that have accumulated
coatings of sulfite or alkenes. These studies indicate the importance of aging of airborne
particles on their ability to take up atmospheric gases. Reactions such as these may also be
responsible for O, depletions observed in dust clouds transiting the Pacific Ocean.

Underwood et al. (2001) studied the uptake of NO, and HNO, on the surfaces of dry
mineral oxides (containing Al, Ca, Fe, Mg, Si and Ti) and naturally occurring mineral dust.

A wide range of values of Y(NO,) were found, ranging from < 4 x 107" for SiO, to 2 x 107 for
CaO, with most other values ~107°. Values of y for Chinese loess and Saharan dust were also of
the order of 10°°. They found that as the reaction of NO, proceeds on the surfaces that reduction
to NO occurs. They recommended a value of y for HNO, of about 1 x 107*. Not surprisingly,
the values of y increased from those given above if the surfaces were wetted. Underwood et al.
(2001) also suggested that the uptake of NO, was likely to be only of marginal importance but
that uptake of HNO, could be of significance for photochemical oxidant cycles.

Li et al. (2001) examined the uptake of acetaldehyde, acetone and propionaldehyde on the
same mineral oxide surfaces listed above. They found that these compounds weakly and
reversibly adsorb on SiO, surfaces. However, on the other oxide surfaces, they irreversibly
adsorb and can form larger compounds. They found values of y ranging from 10 to 10,
These reactions may reduce O, production efficiency in areas of high mineral dust concentration

such as the American Southwest or in eastern Asia as noted earlier.

AX2.2.10.5 Reactions on the Surfaces of Aqueous H,SO, Solutions

The most recent evaluation of Photochemical and Chemical Data by the Jet Propulsion
Laboratory (Jet Propulsion Laboratory, 2003) includes recommendations for uptake coefficients
of various substances on a variety of surfaces including aqueous H,SO, solutions. Although

much of the data evaluated have been obtained mainly for stratospheric applications, there are
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studies in which the range of environmental parameters is compatible with those found in the
troposphere. In particular, the uptake of N,O; on the surface of aqueous H,SO, solutions has
been examined over a wide range of values. Typical values of y are of the order of 0.1 (e.g., Jet
Propulsion Laboratory, 2003). Values of y for NO, are much lower (5 x 107 to within a factor
of three) and thus the uptake of NO, on the surface of aqueous H,SO, solutions is unlikely to be
of importance for oxidant cycles. The available data indicate that uptake of OH and HO,
radicals could be significant under ambient conditions with values of y of the order of 0.1 or

higher for OH, and perhaps similar values for HO,.

AX2.2.10.6 Oxidant Formation in Particles

Water is a major component of submicron particles in the atmosphere. However,
photochemical reactions in particles have not been studied to the same extent as they have in
hydrometeors (e.g., Lelieveld and Crutzen, 1991). Friedlander and Yeh (1998) point out
that H,0, and hydroxymethylhydroperoxide (HOCH,OOH) are especially likely to be found in
the aqueous component of atmospheric particles, based on observed gas-phase concentrations
and Henry’s law solubility data; the concentrations in particles could be higher if the condensed
hydroperoxides form peroxyhydrate complexes (Wexler and Sarangapani, 1998). Laboratory
studies have found that UV irradiation of dissolved organic carbon (DOC) in collected
cloudwater samples is a source of free radicals to the aqueous phase (Faust et al., 1992, 1993)
but the mechanisms involved and the atmospheric fate of these radicals are unclear. Chemical
reactions involving dissolved transition metal ions could also provide significant sources of
radicals in particles (Jacob, 2000). However, only about 10 to 15% of the mass of organic
compounds in particles are quantified typically, but many of the compounds, in particular
aldehydes, could photolyze to produce free radicals. There are three basic mechanisms for the
formation of SOA (Pandis et al., 1992; Seinfeld and Pankow, 2003). These are (1) condensation
of oxidized end-products of photochemical reactions (e.g., ketones, aldehydes, organic acids, and
hydroperoxides), (2) adsorption of semivolatile organic compounds (e.g., polycyclic aromatic
hydrocarbons) onto existing organic particles, and (3) dissolution of water-soluble gases that can
then undergo subsequent reactions in particles (e.g., aldehydes). The first and third mechanisms
are expected to be of major importance during the summer when photochemistry is at its peak.

Information about the chemistry of formation of secondary organic aerosol (SOA) was reviewed
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in Section 3.3.1 and available information about the composition of organic compounds in
particles was summarized in Appendix 3C of the latest PM AQCD (U.S. Environmental
Protection Agency, 2004). It should be noted that reactive oxygen species (ROS) are also
formed during the production of SOA. In addition, polymerization of the products of the
reaction of a-pinene with O, occurs (Tolocka et al., 2004).

Recent measurements of aerosol-phase ROS in Rubidoux, CA and New York City have
revealed relatively high concentrations, of the order of 5 to 6 x 10”7 in Rubidoux and 1 x 10”7 M
m* in New York City, expressed as equivalent H,O, (Venkatachari et al., 2005a,b). The ROS
were found in particles of all sizes, with particularly high concentrations in the ultrafine range.
However, this finding could result from the condensation of vapors onto particles occurring
during adiabatic expansion in the nano stages of the sampler. A weak correlation was found
with O,, but large ROS concentrations were still found at night and in winter. The composition
and sources of the ROS are not clear. Millimolar concentrations of hydroperoxides, as estimated
by Friedlander and Yeh (1998), would contribute only 10> M m™ based on a typical liquid
water volume fraction in air of 10"°. Formation of peroxyhydrates would lead to higher values
but would have to be very large to account for the ROS observations. Ozone and PAN are
orders of magnitude less water-soluble than the hydroperoxides (Jacob, 2000) and would not
contribute significantly to the ROS. Radical oxidants (e.g., OH or the superoxide ion O, ) do not
seem to be present in sufficient abundance in the atmosphere to possibly account for the ROS
(Jacob, 2000). Low-volatility organic peroxides produced from the oxidation of large
substituted organic compounds could possibly make a major contribution. Formation of these
peroxides in the aerosol phase could be facilitated by photochemical reactions of dissolved
organic components (Anastasio et al., 1997) and by reactions of transition metals (Jacob, 2000).
Transition metals participate in the Haber-Weiss set of reactions, including Fenton’s reaction,
generating free radicals from hydrogen peroxide even in the dark. ROS would also be formed in
the reaction of isoprene with O, (Claeys et al., 2004b).

Reactions of ozone with monoterpenes have been shown to produce oxidants in the aerosol
phase. Docherty et al. (2005) found evidence for the substantial production of organic
hydroperoxides in SOA resulting from the reaction of monoterpenes with O,. Analysis of the
SOA formed in their environmental chamber indicated the SOA was mainly organic

hydroperoxides. In particular, they obtained yields of 47% and 85% of organic peroxides from
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the oxidation of «- and B-pinene. The hydroperoxides then react with aldehydes in particles to
form peroxyhemiacetals, which can either rearrange to form other compounds such as alcohols,
esters, and acids or revert back to the hydroperoxides. The aldehydes may be produced in
addition to the hydroperoxides during the oxidation of the monoterpenes. Monoterpenes also
react with OH radicals resulting, however, in the production of more lower molecular weight
products than in their reaction with O,. Bonn et al. (2004) estimated that hydroperoxides lead to
63% of global SOA formation from the oxidation of terpenes. The oxidation of anthropogenic
aromatic hydrocarbons by OH radicals may also produce organic hydroperoxides in SOA
(Johnson et al., 2004). Although the results of chamber and modeling studies indicate
substantial production of organic hydroperoxides, it should be noted that data for organic

hydroperoxides in ambient aerosol samples are sparse.

AX2.2.10.7 Ozone Reaction Indoors

Ozone chemical reactions indoors are analogous to those occurring in ambient air. Ozone
reacts with unsaturated VOCs in the indoor environment, primarily terpenes or terpene-related
compounds from cleaning products, air fresheners, and wood products. The reactions are
dependent on the O, indoor concentration, the indoor temperature and, in most cases, the air
exchange rate/ventilation rate. Some of the reaction products may more negatively impact
human health and artifacts in the indoor environment than their precursors (Wolkoff et al., 1999;
Wilkins et al., 2001; Weschler et al., 1992; Weschler and Shields, 1997; Rohr et al., 2002;
Nojgaard et al., 2005). Primary reaction products are Criegee biradicals, nitrate radicals, and
peroxyacetyl radicals. Secondary reaction products are hydroxy, alkyl, alkylperoxy,
hydroperoxy, and alkoxy radicals. Reactions with alkenes can produce aldehydes, ketones, and

organic acids (Weschler and Shields, 2000; Weschler et al., 1992).

AX2.3 PHYSICAL PROCESSES INFLUENCING THE ABUNDANCE
OF OZONE

The abundance and distribution of O, in the atmosphere is determined by complex
interactions between meteorology and chemistry. This section will address these interactions,

based mainly on the results of field observations. The importance of a number of transport
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mechanisms, whose understanding has undergone significant advances since the last AQCD
for O,, will be discussed in this section.

Major episodes of high O, concentrations in the eastern United States and in Europe are
associated with slow moving, high pressure systems. High pressure systems during the warmer
seasons are associated with the sinking of air, resulting in warm, generally cloudless conditions,
with light winds. The sinking of air results in the development of stable conditions near the
surface which inhibit or reduce the vertical mixing of O, precursors. The combination of
inhibited vertical mixing and light winds minimizes the dispersal of pollutants emitted in urban
areas, allowing their concentrations to build up. Photochemical activity involving these
precursors is enhanced because of higher temperatures and the availability of sunlight. In the
eastern United States, high O, concentrations during a large scale episode can extend over a
hundred thousand square kilometers for several days. These conditions have been described in
greater detail in AQCD 96. The transport of pollutants downwind of major urban centers is
characterized by the development of urban plumes. However, the presence of mountain barriers
can limit mixing as in Los Angeles and Mexico City and will result in even longer periods and a
higher frequency of days with high O, concentrations. Ozone concentrations in southern urban
areas, such as Houston, TX and Atlanta, GA tend to follow this pattern and they tend to decrease
with increasing wind speed. In northern cities, like Chicago, IL; New York, NY; and Boston,
MA the average O, concentrations over the metropolitan areas increase with wind speed
indicating that transport of O, and its precursors from upwind areas is important (Husar and
Renard, 1998; Schichtel and Husar, 2001).

Aircraft observations indicate that there can be substantial differences in mixing ratios of
key species between the surface and the atmosphere above (Fehsenfeld et al., 1996a; Berkowitz
and Shaw, 1997). Convective processes and small scale turbulence transport O, and other
pollutants both upward and downward throughout the planetary boundary layer and the free
troposphere. Ozone and its precursors were found to be transported vertically by convection into
the upper part of the mixed layer on one day, then transported overnight as a layer of elevated
mixing ratios and then entrained into a growing convective boundary layer downwind and
brought back down to the surface. High concentrations of O, showing large diurnal variations at
the surface in southern New England were associated with the presence of such layers

(Berkowitz et al., 1998). Because of wind shear, winds several hundred meters above the ground
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can bring pollutants from the west, even though surface winds are from the southwest during
periods of high O; in the eastern United States (Blumenthal et al., 1997). Low level nocturnal
jets can also transport pollutants hundreds of kilometers. Turbulence associated with them can
bring these pollutants to the surface and in many locations result in secondary O, maxima in the
early morning (Corsmeier et al., 1997). Based on analysis of the output of model studies
conducted by Kasibhatla and Chameides (2000), Hanna et al. (2001) concluded that O, can be
transported over thousands of kilometers in the upper boundary layer of the eastern half of the
United States during specific O, episodes.

Stratospheric-tropospheric exchange (STE) will be discussed in Section AX2.3.1. The
vertical redistribution of O, and other pollutants by deep, or penetrating convection is discussed
in Section AX2.3.2. The potential importance of transport of O, and precursors by low-level jets
is the topic of Section AX2.3.3. Issues related to the transport of O, from North America are
presented in Section AX2.3.4. Relations of O, to solar ultraviolet radiation and temperature will

then be discussed in Section AX2.3.5.

AX2.3.1 Stratospheric-Tropospheric Ozone Exchange (STE)

In the stratosphere, O, formation is initiated by the photodissociation of molecular
oxygen (O,) by solar ultraviolet radiation at wavelengths less than 242 nm. Almost all of this
radiation is absorbed in the stratosphere (except for regions near the tropical tropopause),
preventing this mechanism from occurring in the troposphere. Some of the O, in the
stratosphere is transported downward into the troposphere. The potential importance of this
source of tropospheric O, has been recognized since the early work of Regener (1941), as cited
by Junge (1963). Stratospheric-tropospheric exchange (STE) of O, and stratospheric
radionuclides produced by the nuclear weapons tests of the 1960s is at a maximum during late
winter and early spring (e.g., Ludwig et al., 1977). Since AQCD 96 on O, substantial new
information from numerical models, field experiments and satellite-based observations has
become available. The following sections outline the basic atmospheric dynamics and
thermodynamics of stratosphere/troposphere exchange and review these new developments.

There are several important mechanisms for injecting stratospheric O, into the troposphere,
they include tropopause folds (Reed, 1955; Danielsen, 1968), cutoff lows (Price and Vaughan,

1993), clear air turbulence, mesoscale convective complexes and thunderstorms, breaking
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gravity waves (Poulida et al., 1996; Langford and Reid, 1998; Stohl et al., 2003) and streamers.
Streamers are dry, stratospheric intrusions visible in satellite water vapor imagery that are
sheared into long filamentary structures that often roll into vortices and exhibit visible evidence
of the irreversible mixing of moist subtropical tropospheric and dry polar stratospheric air
(Appenzeller et al., 1996; Wimmers et al., 2003). They are often present at a scale that eludes
capture in large scale dynamical models of the atmosphere that cannot resolve features less than
1 degree (~100 km). Empirical evidence for stratospheric intrusions comes from observations of
indicators of stratospheric air in the troposphere. These indicators include high potential
vorticity, low water vapor mixing ratios, high potential temperature, enhancements in the ratio
of "Be to '’Be in tropospheric aerosols, as well as enhancements in O, mixing ratios and total
column amounts. These quantities can be observed with in situ aircraft and balloons, as well as
remotely sensed from aircraft and ground-based lidars and both geostationary and polar (low
earth orbiting) space platforms.

The exchange of O, between the stratosphere and the troposphere in middle latitudes
occurs to a major extent by tropopause folding events (Reiter, 1963, 1975; Reiter and Mahlman,
1965; Danielsen, 1968, 1980; Danielsen and Mohnen, 1977). The term, tropopause folding is
used to describe a process in which the tropopause intrudes deeply into the troposphere along a
sloping frontal zone bringing air from the lower stratosphere with it. Tropopause folds occur
with the formation of upper level fronts associated with transverse circulations that develop
around the core of the polar jet stream. South of the jet stream core, the tropopause is higher
than to the north of it. The tropopause can be imagined as wrapping around the jet stream core
and folding beneath it and extending into the troposphere (cf., Figure AX2-7a). Although drawn
as a heavy solid line, the tropopause should not be imagined as a material surface, through which
there is no exchange. Significant intrusions of stratospheric air occur in “ribbons” ~200 to 1000
km in length, 100 to 300 km wide and about 1 to 4 km thick (Hoskins, 1972; Wimmers et al.,
2003). These events occur throughout the year and their location follows the seasonal
displacement of the polar jet stream.

The seasonal cycle of O, exchange from the stratosphere into the troposphere is not caused
by a peak in the seasonal cycle of upper tropospheric cyclone activity. Instead, it is related to the
large scale pattern of tracer transport in the stratosphere. During winter in the Northern

Hemisphere, there is a maximum in the poleward, downward transport of mass, which moves O,
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Figure AX2-7a.

Cross section through a tropopause folding event on March 13, 1978 at
0000 GMT. Potential temperatures (K) are represented by thin solid
lines. Wind speeds (m s™') are given by thin dashed lines. The hatched
area near the center of the figure indicates the location of the jet stream
core. The tropopause defined by a potential vorticity of 100 x 1077 K
mb' 57! is shown as the heavy solid line. The two Sabreliner flight tracks
through this cross section are shown as a heavy solid line with filled
arrows and heavy dashed line with open arrows. Longitude is shown
along the x-axis . Upper air soundings were taken at Vandenberg AFB,
CA (VBG); San Diego, CA (SAN); Winnemucca, NV (UCC); and Ely, NV
(ELY).

Source: Adapted from Shapiro (1980).

from the tropical upper stratosphere to the lower stratosphere of the polar- and midlatitudes.

This global scale pattern is controlled by the upward propagation of large-scale and small-scale

waves generated in the troposphere. As the energy from these disturbances dissipates, it drives

this stratosphere circulation. As a result of this process, there is a springtime maximum in the

total column abundance of O, over the poles. The concentrations of O, (and other trace
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substances) build up in the lower stratosphere until their downward fluxes into the lower
stratosphere are matched by increased fluxes into the troposphere. Thus, there would be a
springtime maximum in the flux of O into the troposphere even if the flux of stratospheric air
through the tropopause by tropopause folding remained constant throughout the year (Holton
et al., 1995). Indeed, cyclonic activity in the upper troposphere is active throughout the entire
year in transporting air from the lower stratosphere into the troposphere (Mahlman, 1997).
Oltmans et al. (1996) and Moody et al. (1996) provide evidence that stratospheric intrusions
contribute to the O, abundance in the upper troposphere over the North Atlantic even during
the summer.

There are a number of techniques that have been used to quantify the amount of O, in the
free troposphere or even the amount of O, reaching the surface that can be attributed to
downward transport from the stratosphere. Earlier work, cited in AQCD 96 relied mainly on the
use of 'Be as a tracer of stratospheric air. However, its use is ambiguous because it is also
formed in the upper troposphere. Complications also arise because its production rate is also
sensitive to solar activity (Lean, 2000). The ratio of ‘Be to '’Be provides a much more sensitive
tracer of stratospheric air than the use of 'Be alone (Jordan et al., 2003). More recent work than
cited in AQCD 96 has focused on the use of potential vorticity (PV) as a tracer of stratospheric
air. Potential vorticity is a dynamical tracer used in meteorology. Generally, PV is calculated
from wind and temperature observations and represents the rotational tendency of a column of
air weighted by the static stability, which is just the distance between isentropic surfaces. This
quantity is a maximum in the lower stratosphere where static stability is great and along the jet
stream where wind shear imparts significant rotation to air parcels. As air moves from the
stratosphere to the troposphere, PV is conserved, and therefore it traces the motion of O;. The
static stability is lower in the troposphere, so to preserve PV, fluid rotation will increase. This is
why STE is associated with cyclogenesis, or the formation of storms along the polar jet stream.
Dynamical models clearly capture this correspondence between the location of storm tracks and
preferred regions for STE. However, because PV is destroyed at a faster rate with increasing
depth, it is not useful as a tracer of stratospheric air reaching the surface. Appenzeller et al.
(1996) found that maps of PV coupled with satellite images of humidity can provide indications
of the intrusion of stratospheric air into the troposphere, however, they had no measurements of

O,. Even if measurements of O, were available, the extrapolation of any relations to other events
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would still be problematic as Olsen et al. (2002) have noted that there are seasonal and
geographic variations in the relation between O, and PV. Recent flights of the NCAR C130
during the TOPSE campaign measured in situ O, and curtains of O, above and below the
aircraft observed with a lidar and clearly showed a correspondence between high PV and
stratospheric levels of O, and satellite depictions of dry air indicating the presence of tropopause
folding (Wimmers and Moody, 2004a,b).

Detailed cross sections through a tropopause folding event showing atmospheric structure,
O, mixing ratios and condensation nuclei (CN) counts are given in Figures AX2-7a, AX2-7b,
and AX2-7c (Shapiro, 1980). Flight tracks of an NCAR Sabreliner obtaining data through the
tropopause fold are also shown. The core of the jet stream is indicated by the hatched area near
the center of Figure AX2-7a. As can be seen from Figure AX2-7 a and b, there is a strong
relation between the folding of the tropopause, indicated by the heavy solid line and O,. CN
counts during the portions of the flights in the lower troposphere were tropospheric were
typically of the order of several x 10 * cm™ and 100 or less in the stratospheric portion.
However, it is clear that CN counts in the fold are much higher than in the stratosphere proper,
suggesting that there was active mixing between tropospheric and stratospheric air in the fold.
Likewise, it can also be seen from Figure AX2-7b that O, is being mixed outside the fold into the
middle and upper troposphere. The two data sets shown in Figures AX2-7b and 7c indicate that
small scale turbulent processes were occurring to mediate this exchange and that the folds are
mixing regions whose chemical characteristics lie between those of the stratosphere and the
troposphere (Shapiro, 1980). Chemical interactions between stratospheric and tropospheric
constituents are also possible within tropopause folds. These considerations also imply that in
the absence of turbulent mixing, tropopause folding can be a reversible process.

Several recent papers have attempted to demonstrate that the atmosphere is a fluid
composed of relatively distinct airstreams with characteristic three-dimensional motions and
corresponding trace gas signatures. Based on aircraft observations, satellite imagery, and back
trajectories, it has been shown that dry airstreams, or dry intrusions (DA or DI) always advect
stratospheric O, into the middle and upper troposphere (Cooper et al, 2001; Cooper et al.,
2002a), however the seasonal cycle of O, in the lowermost stratosphere allows greater quantities
of O; to enter the troposphere during spring (Cooper et al., 2002b). Other work has focused on
the signatures of PV to show specific instances of STE (Olsen and Stanford, 2001). This
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Figure AX2-7b. Ozone mixing ratios pphm (parts per hundred million) corresponding
to Figure AX2-7a. The two Sabreliner flight tracks through this cross
section are shown as a heavy solid line with filled arrows and a heavy
dashed line with open arrows. Longitude is shown along the x-axis.
Upper air soundings were taken at Vandenberg AFB, CA (VBG);

San Diego, CA (SAN); Winnemucca, NV (UCC); and Ely, NV (ELY).

Source: Adapted from Shapiro (1980).

correlation between TOMS gradients and PV was also used to derive the annual mass flux of O,
from STE and generated an estimate somewhat higher (500 Tg/yr over the Northern
Hemisphere) than the estimates of most general circulation models. The IPCC has reported a
large range of model estimates of STE, expressed as the net global flux of O, in Tg/yr, from a
low of 390 to a high of 1440 (reproduced as Table AX3-15). A few other estimates have been
made based on chemical observations in the lower stratosphere, or combined chemistry and
dynamics (450 Tg/yr Murphy and Fahey, 1994; 510 Tg/yr extratropics only, Gettleman et al.,
1997; and 500 Tg/yr midlatitude NH only (30 to 60N) (Olsen et al., 2002). These values

illustrate the large degree of uncertainty that remains in quantifying this important source of O;.
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Figure AX2-7¢c. Condensation nuclei concentrations (particles cm™) corresponding to
Figure AX2-7a. The two flight Sabreliner flight tracks through this cross
section are shown as a heavy solid line with filled arrows and a heavy
dashed line with open arrows. Longitude is shown along the x-axis.
Upper air soundings were taken at Vandenberg AFB, CA (VBG);

San Diego, CA (SAN); Winnemucca, NV (UCC); and Ely, NV (ELY).

Source: Adapted from Shapiro (1980).

Based on the concept of tracing airstream motion, a number of Lagrangian model studies
have resulted in climatologies that have addressed the spatial and temporal variability in
stratosphere to troposphere transport (Stohl, 2001; Wernli and Borqui, 2002; Seo and Bowman,
2002; James et al., 2003a,b; Sprenger and Wernli, 2003; Sprenger et al., 2003). Both Stohl
(2001) and Sprenger et al. (2003) produced one year climatologies of tropopause folds based on
a 1° by 1° gridded meteorological data set. They each found the probability of deep folds
(penetrating to the 800 hPa level) was a maximum during winter (December through February).

The highest frequency of folding extended from Labrador down the east coast of North America.
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However, these deep folds occurred less than 1% of the six hour intervals for which
meteorological data is assimilated for grid points in the United States. They observed a higher
frequency of more shallow folds (penetrating to the upper troposphere) and medium folds
(penetrating to levels between 500 and 600 hPa) of about 10% and 1 to 2% respectively. These
events occur preferentially across the subtropics and the southern United States. At higher
latitudes other mechanisms such as the erosion of cutoff lows and the breakup of stratospheric
streamers are likely to play an important role in STE. Stohl (2001) also described the region of
strong stirring in the upper extratropical troposphere related to the midlatitude storm tracks.
Stohl (2001) demonstrated that airstreams with strong vertical motion are all highly incoherent,
they stir their air parcels into a new environment, producing filamentary tracer structures and
paving the way for subsequent mixing. A 15-year climatology by Sprenger and Wernli (2003)
shows the consistent pattern of STE occurring over the primary storm tracks in the Pacific and
Atlantic along the Asian and North American coasts. This climatology, and the one of James
et al. (2003a,b) both found that recent stratospheric air associated with deep intrusions are
relatively infrequent occurrences in these models. Thus, stratospheric intrusions are most likely
to directly affect the middle and upper troposhere and not the planetary boundary layer.
However, this O, can still exchange with the planetary boundary layer through convection as
described later in this subsection and in Section AX2.3.2, AX2.3.3 and AX2.3.4.

Interannual variations in STE are related to anomalies in large-scale circulation such as the
North Atlantic Oscillation which causes changes in storm track positions and intensities, and the
El Nifio-Southern Oscillation, which results in anomalous strong convection over the eastern
Pacific (James et al., 2003a,b). It should also be remembered that the downward flux of O, into
the troposphere is related to the depletion of O, within the wintertime stratospheric polar
vortices. The magnitude of this depletion and the transport of O, depleted air to midlatitudes in
the stratosphere (Mahlman et al., 1994; Hadjinicolaou and Pyle, 2004) shows significant
interannual variability which may also be reflected in the downward flux of O, into the
troposphere. All of these studies, from the analysis of individual events to multiyear
climatologies are based on the consideration of the three-dimensional motion of discrete
airstreams in the atmosphere. However, there is a significant body of work that reports that
airstreams are not entirely independent of each other (Cooper et al., 2004a,b). Midlatitude

cyclones typically form in a sequential manner, some trailing in close proximity along a
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quasi-stationary frontal boundary, with each system influenced by remnants of other systems.
For example, a rising stream of air ahead of a cold front (also known as a warm conveyor belt or
WCB) on the back (western) side of a surface anticyclone may entrain air that has subsided
anticyclonically into the surface high pressure system from the upper troposphere and the lower
stratosphere (also known as a Dry Airstream or DA) that intruded into the mid-troposphere in a
cyclone that is further downstream. Convective mixing of the boundary layer in the WCB will
distribute this enhanced O, throughout the lower troposphere and down to the surface (Davies
and Shuepbach, 1994; Cooper and Moody, 2000). The net effect is that the DA of one cyclone
may feed into the WCB of the system immediately upwind. Similarly, the lofting of warm moist
air in the WCB may inject surface emissions into the upper troposphere adjacent to the western
side of the subsiding Dry Airstream of the storm system immediately downwind, with
subsequent interleaving of these two airstreams (Prados et al., 1999; Parrish et al., 2000; Cooper
et al., 2004a,b) as illustrated schematically in Figure AX2-8. The ultimate mixing of these
airstreams, which inevitably occurs at a scale that is not resolved by current models confounds
our ability to attribute trace gases to their sources.

These studies suggest that both downward transport from the stratosphere and upward
transport from the atmospheric boundary layer act in concert with their relative roles determined
by the balance between the amount of O, in the lower stratosphere and the availability of free
radicals to initiate the photochemical processes forming O, in the boundary layer. Dickerson
et al. (1995) pointed out that springtime maxima in O, observed in Bermuda correlate well with
maxima in carbon monoxide. Carbon monoxide, O, and its photochemical precursors may have
been transported into the upper troposphere from the polluted continental boundary layer by
deep convection. The photochemical processes involve the buildup of precursors during the
winter at Northern mid- and high latitudes. Parrish et al. (1999) have noted that reactions
occurring during the colder months may tend to titrate O;. However, as NO, and its reservoirs
are transported sourthward they can initiate O, formation through reactions described in

Section AX2.2 (see also Stroud et al., 2003).
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Figure AX2-8. Schematic diagram of a meteorological mechanism involved in high
concentrations of O, found in spring in the lower troposphere off the
American east coast. Subsidence behind the first cold front meets
convection ahead of a second cold front such that polluted air and O,
from the upper troposphere/lower stratosphere are transported in close
proximity (or mixed) and advected over the north Atlantic Ocean. The
vertical scale is about 10 km; the horizontal scale about 1500 km.
(Note that not all cold fronts are associated with squall lines and that
mixing occurs even in their absence.)

Source: Prados (2000).

AX2.3.2 Deep Convection in the Troposphere

Much of the upward motion in the troposphere is driven by convergence in the boundary
layer and deep convection. Deep convection, as in developing thunderstorms can transport
pollutants rapidly to the middle and upper troposphere (Dickerson et al., 1987). The outflow
from these systems results in the formation of layers with distinctive chemical properties in the
middle troposphere. In addition, layers are formed as the result of stratospheric intrusions.
Layers ranging in thickness typically from 0.3 to about 2 km in the middle troposphere (mean
altitudes between 5 and 7 km) are ubiquitous and occupy up to 20% of the troposphere to 12 km
(Newell et al., 1999). The origin of these layers can be judged by analysis of their chemical
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composition (typically by comparing ratios of H,O, O, and CO to each other) or dynamical
properties (such as potential vorticity). Thus, pollutants that have been transported into the
middle and upper troposphere at one location can then be transported back down into the
boundary layer somewhere else.

Crutzen and Gidel (1983), Gidel (1983), and Chatfield and Crutzen (1984) hypothesized
that convective clouds played an important role in rapid atmospheric vertical transport of trace
species and first tested simple parameterizations of convective transport in atmospheric chemical
models. At nearly the same time, evidence was shown of venting of the boundary layer by
shallow fair weather cumulus clouds (e.g., Greenhut et al., 1984; Greenhut, 1986). Field
experiments were conducted in 1985, which resulted in verification of the hypothesis that deep
convective clouds are instrumental in atmospheric transport of trace constituents (Dickerson
et al., 1987; Luke, 1997). Once pollutants are lofted to the middle and upper troposphere, they
typically have a much longer chemical lifetime and with the generally stronger winds at these
altitudes they can be transported large distances from their source regions. Photochemical
reactions occur during this long-range transport. Pickering et al. (1990) demonstrated that
venting of boundary layer pollutants by convective clouds (both shallow and deep) causes
enhanced O, production in the free troposphere. Therefore, convection aids in the
transformation of local pollution into a contribution to global atmospheric pollution. Downdrafts
within thunderstorms tend to bring air with less pollution from the middle troposphere into the
boundary layer.

Field studies have established that downward transport of larger O, and NO, mixing ratios
from the free troposphere to the boundary layer is an important process over the remote oceans
(e.g., Piotrowicz et al., 1991), as well as the upward transport of very low O, mixing ratios from
the boundary layer to the upper troposphere (Kley et al., 1996). Global modeling by Lelieveld
and Crutzen (1994) suggests that the downward mixing of O, into the boundary layer (where it is
destroyed) is the dominant global effect of deep convection. Some indications of downward
transport of O, from higher altitudes (possibly from the stratosphere) in the anvils of
thunderstorms have been observed (Dickerson et al., 1987; Poulida et al., 1996; Suhre et al.,
1997). Ozone is most effective as a greenhouse gas in the vicinity of the tropopause. Therefore,
changes in the vertical profile of O, in the upper troposphere caused by deep convection have

important radiative forcing implications for climate.
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Other effects of deep convection include perturbations to photolysis rates, which include
enhancement of these rates in the upper portion of the thunderstorm anvil. In addition,
thunderstorms are effective in the production of NO by lightning and in wet scavenging of

soluble species.

AX2.3.2.1 Observations of the Effects of Convective Transport

Some fraction of shallow fair weather cumulus clouds actively vent boundary layer
pollutants to the free troposphere (Stull, 1985). The first airborne observations of this
phenomenon were conducted by Greenhut et al. (1984) over a heavily urbanized area, measuring
the in-cloud flux of O, in a relatively large cumulus cloud. An extension of this work was
reported by Greenhut (1986) in which data from over 100 aircraft penetrations of isolated
nonprecipitating cumulus clouds over rural and suburban areas were obtained. Ching and
Alkezweeny (1986) reported tracer (SF,) studies associated with nonprecipitating cumulus (fair
weather cumulus and cumulus congestus). Their experiments showed that the active cumulus
clouds transported mixed layer air upward into the overlying free troposphere and suggested that
active cumuli can also induce rapid downward transport from the free troposphere into the mixed
layer. A UV-DIAL (Ultraviolet Differential Absorption Lidar) provided space-height cross
sections of aerosols and O, over North Carolina in a study of cumulus venting reported by Ching
et al. (1988). Data collected on evening flights showed regions of cloud debris containing
aerosol and O; in the lower free troposphere in excess of background, suggesting that significant
vertical exchange had taken place during afternoon cumulus cloud activity. Efforts have also
been made to estimate the vertical transport by ensembles of nonprecipitating cumulus clouds in
regional chemical transport models (e.g., Vukovich and Ching, 1990).

The first unequivocal observations of deep convective transport of boundary layer
pollutants to the upper troposphere were documented by Dickerson et al. (1987).
Instrumentation aboard three research aircraft measured CO, O;, NO, NO,, NO,, and
hydrocarbons in the vicinity of an active mesoscale convective system near the
Oklahoma/Arkansas border during the 1985 PRE-STORM experiment. Anvil penetrations about
two hours after maturity found greatly enhanced mixing ratios of all of the aforementioned
species compared with outside of the cloud. Among the species measured, CO is the best tracer

of upward convective transport because it is produced primarily in the boundary layer and has an
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atmospheric lifetime much longer than the timescale of a thunderstorm. In the observed storm,
CO measurements exceeded 160 ppbv as high as 11 km, compared with ~70 ppbv outside of the
cloud (Figure AX2-9a). Cleaner middle tropospheric air appears to have descended in
downdrafts forming a pool of lower mixing ratio CO beneath the cloud. Nonmethane
hydrocarbons (NMHC) with moderate lifetimes can also serve as tracers of convective transport
from the boundary layer. Ozone can also be an indicator of convective transport. In the polluted
troposphere large O, values will indicate upward transport from the boundary layer, but in the
clean atmosphere such values are indicative of downward transport from the uppermost
troposphere or lowermost stratosphere. In this case measured O, in the upper rear portion of the
anvil peaked at 98 ppbv, while boundary layer values were only ~65 ppbv (Figure AX2-9b). It is
likely that some higher-Oj, stratospheric air mixed into the anvil.

The large amount of vertical trace gas transport noted by Dickerson et al. (1987) cannot,
however, be extrapolated to all convective cells. Pickering et al. (1988) reported airborne
measurements of trace gases taken in the vicinity of a line of towering cumulus and
cumulonimbus clouds that also occurred during PRE-STORM. In this case trace gas mixing
ratios in the tops of these clouds were near ambient levels. Meteorological analyses showed that
these clouds were located above a cold front, which prevented entry of air from the boundary
layer directly below or near the clouds. Instead, the air entering these clouds likely originated in
the layer immediately above the boundary layer which was quite clean. Luke et al. (1992)
summarized the air chemistry data from all 18 flights during PRE-STORM by categorizing each
case according to synoptic flow patterns. Storms in the maritime tropical flow regime
transported large amounts of CO, O;, and NO, into the upper troposphere with the
midtroposphere remaining relatively clean. During frontal passages a combination of stratiform
and convective clouds mixed pollutants more uniformly into the middle and upper levels; high
mixing ratios of CO were found at all altitudes.

Prather and Jacob (1997) and Jaeglé et al. (1997) noted that in addition to the primary
pollutants (e.g., NO,, CO, VOCs), precursors of HO, are also transported to the upper
troposphere by deep convection. Precursors of most importance are water vapor, formaldehyde,
hydrogen peroxide, methylhydroperoxide, and acetone. HO, is critical for oxidizing NO to NO,

in the O, production process.
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Figure AX2-9a,b. (a) Contour plot of CO mixing ratios (ppbv) observed in and near the
June 15, 1985, mesoscale convective complex in eastern Oklahoma.
Heavy line shows the outline of the cumulonimbus cloud. Dark shading
indicates high CO and light shading indicates low CO. Dashed contour
lines are plotted according to climatology since no direct measurements
were made in that area. (b) Same as (a) but for O, (ppbv).

Source: Dickerson et al. (1987).
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Over remote marine areas the effects of deep convection on trace gas distributions differ
from that over moderately polluted continental regions. Chemical measurements taken by the
NASA ER-2 aircraft during the Stratosphere-Troposphere Exchange Project (STEP) off the
northern coast of Australia show the influence of very deep convective events. Between
14.5 and 16.5 km on the February 2 to 3, 1987 flight, perturbations in the chemical profiles were
noted that included pronounced maxima in CO, water vapor, and CCN and minima of NO,,
and O, (Pickering et al., 1993). Trajectory analysis showed that these air parcels likely were
transported from convective cells 800 to 900 km upstream. Very low boundary layer mixing
ratios of NO, and O; in this remote region were apparently transported upward in the convection.
A similar result was noted in CEPEX (Central Equatorial Pacific Experiment; Kley et al., 1996)
where a series of ozonesonde ascents showed very low upper tropospheric O, following deep
convection. It is likely that similar transport of low-O, tropical marine boundary layer air to the
upper troposphere occurs in thunderstorms along the east coast of Florida. Convection over the
Pacific will likely transport halogens to the upper troposphere where they may aid in the
destruction of O,. This low-O, convective outflow will likely descend in the subsidence region
of the eastern Pacific, leading to some of the cleanest air that arrives at the west coast of the

United States.

AX2.3.2.2 Modeling the Effects of Convection

The effects of deep convection may be simulated using cloud-resolving models, or in
regional or global models in which the convection is parameterized. The Goddard Cumulus
Ensemble (GCE) model (Tao and Simpson, 1993) has been used by Pickering et al. (1991,
1992a,b, 1993, 1996), Scala et al. (1990) and Stenchikov et al. (1996) in the analysis of
convective transport of trace gases. The cloud model is nonhydrostatic and contains detailed
representation of cloud microphysical processes. Two- and three-dimensional versions of the
model have been applied in transport analyses. The initial conditions for the model are usually
from a sounding of temperature, water vapor and winds representative of the region of storm
development. Model-generated wind fields can be used to perform air parcel trajectory analyses
and tracer advection calculations. Once transport calculations are performed for O, precursors, a

1-D photochemical model was employed to estimate O, production rates in the outflow air from
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the convection. These rates were then compared with those prior to convection to determine an
enhancement factor due to convection.

Such methods were used by Pickering et al. (1992b) to examine transport of urban plumes
by deep convection. Transport of the Oklahoma City plume by the 10—11 June 1985
PRE-STORM squall line was simulated with the 2-D GCE model. In this event forward
trajectories from the boundary layer at the leading edge of the storm showed that almost 75% of
the low level inflow was transported to altitudes exceeding 8 km. Over 35% of the air parcels
reached altitudes over 12 km. Tracer transport calculations were performed for CO, NO,, O,,
and hydrocarbons. The 3-D version of the GCE model has also been run for the 10-11 June
1985 PRE-STORM case. Free tropospheric O, production enhancement of a factor of 2.5 for
Oklahoma rural air and ~4 for the Oklahoma City case were calculated.

Stenchikov et al. (1996) used the 2-D GCE model to simulate the North Dakota storm
observed by Poulida et al. (1996). This storm showed the unusual feature of an anvil formed
well within the stratosphere. The increase of CO and water vapor above the altitude of the
preconvective tropopause was computed in the model. The total mass of CO across the model
domain above this level increased by almost a factor of two during the convective event. VOCs
injected into the lower stratosphere could enhance O, production there. Downward transport of
O, from the stratosphere was noted in the simulation in the rear anvil.

Regional estimates of deep convective transport have been made through use of a traveling
1-D model, regional transport models driven by parameterized convective mass fluxes from
mesoscale meteorological models, and a statistical-dynamical approach. Pickering et al. (1992c¢)
developed a technique which uses a combination of deep convective cloud cover statistics from
the International Satellite Cloud Climatology Project (ISCCP) and convective transport statistics
from GCE model simulations of prototype storms to estimate the amount of CO vented from the
planetary boundary layer (PBL) by deep convection. This statistical-dynamical approach was
used by Thompson et al. (1994) to estimate the convective transport component of the boundary
layer CO budget for the central United States (32.5°-50° N, 90°-105° W) for the month of June.
They found that the net upward deep convective flux (~18 x 10° kg-CO/month) and the shallow
convective flux (~16 x 10° kg-CO/month) to the free troposphere accounted for about 80% of the
loss of CO from the PBL. These losses roughly balanced horizontal transport of CO (~28 x 10°
kg-CO/month), the oxidation of hydrocarbons (~8 x 10° kg-CO/month) and anthropogenic and
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biogenic emissions (~8 + ~1 x 10° kg-CO/month) into the PBL in the central United States.
In this respect the central United States acts as a “chimney” for venting CO and other pollutants.

Regional chemical transport models have been used for applications such as simulations of
photochemical O, production, acid deposition, and fine particulate matter. Walcek et al. (1990)
included a parameterization of cloud-scale aqueous chemistry, scavenging, and vertical mixing
in the chemistry model of Chang et al. (1987). The vertical distribution of cloud microphysical
properties and the amount of subcloud-layer air lifted to each cloud layer are determined using a
simple entrainment hypothesis (Walcek and Taylor, 1986). Vertically-integrated O, formation
rates over the northeast U.S. were enhanced by ~50% when the in-cloud vertical motions were
included in the model.

Wang et al. (1996) simulated the 10—11 June 1985 PRE-STORM squall line with the
NCAR/Penn State Mesoscale Model (MMS5; Grell et al., 1994; Dudhia et al., 1993). Convection
was parameterized as a subgrid-scale process in MMS5 using the Kain and Fritsch (1993) scheme.
Mass fluxes and detrainment profiles from the convective parameterization were used along with
the 3-D wind fields in CO tracer transport calculations for this convective event. The U.S.
Environmental Protection Agency has developed a Community Multiscale Air Quality (CMAQ)
modeling system that uses MMS5 with the Kain-Fritsch convective scheme as the dynamical
driver (Ching et al., 1998).

Convective transport in global chemistry and transport models is treated as a subgrid-scale
process that is parameterized typically using cloud mass flux information from a general
circulation model or global data assimilation system. While GCMs can provide data only for a
“typical” year, data assimilation systems can provide “real” day-by-day meteorological
conditions, such that CTM output can be compared directly with observations of trace gases.
The NASA Goddard Earth Observing System Data Assimilation System (GEOS-1 DAS and
successor systems; Schubert et al., 1993; Bloom et al., 1996) provides archived global data sets
for the period 1980 to present, at 2° x 2.5° or better resolution with 20 layers or more in the
vertical. Convection is parameterized with the Relaxed Arakawa-Schubert scheme (Moorthi and
Suarez, 1992). Pickering et al. (1995) showed that the cloud mass fluxes from GEOS-1 DAS are
reasonable for the 10—11 June 1985 PRE-STORM squall line based on comparisons with the
GCE model (cloud-resolving model) simulations of the same storm. In addition, the GEOS-1

DAS cloud mass fluxes compared favorably with the regional estimates of convective transport
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for the central U.S. presented by Thompson et al. (1994). However, Allen et al. (1997) have
shown that the GEOS-1 DAS overestimates the amount and frequency of convection in the

tropics and underestimates the convective activity over midlatitude marine storm tracks.

AX2.3.3 Nocturnal Low-Level Jets

Nocturnal low-level jets (LLJ) are coincident with synoptic weather patterns involved with
high O, episodes implying that they may play an important role in the formation of severe O,
events (Rao and Zurbenko, 1994). LLJ can transport pollutants hundreds of kilometers from
their sources. Figure AX2-10 shows the evolution of the planetary boundary layer (PBL) over
land during periods when high-pressure weather patterns prevail (Stull, 1988). During synoptic
weather patterns with stronger zonal flow, a schematic of the boundary layer could look quite
different with generally more uniform mixing present. As can be seen from Figure AX2-10, the
PBL can be divided into three sublayers: a turbulent mixed layer (typically present during
daylight hours), a less turbulent residual layer which occupies space that was formerly the mixed
layer, and a nocturnal, stable boundary layer that has periods of sporadic turbulence (Stull,
1988). The LLJ forms in the residual layer. It is important to note, that during the nighttime, the
PBL often comprises thin, stratified layers with different physical and chemical properties
(Stull, 1988).

At night, during calm conditions, the planetary boundary layer is stably stratified and as a
result verticle mixing is inhibited. On cloud-free evenings the LLJ begins to form shortly after
sunset. The wedge of cool air in the stable nocturnal boundary layer decouples the surface layer
from the residual layer and acts like a smooth surface allowing the air just above it (in the
residual layer) to flow rapidly past the inversion mostly unencumbered by surface friction (Stull,
1988). As the sun rises, its energy returns to heat the land and the lower atmosphere begins to
mix as the warm air rises. The jet diminishes as the nocturnal temperature inversion erodes and
surface friction slows wind speeds. If stable synoptic conditions persist, the same conditions the
next night could allow the low-level jet to reform with equal strength and similar consequences.
LLJ formation results in vertical wind shear that induces mixing between the otherwise stratified

layers.
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Figure AX2-10. The diurnal evolution of the planetary boundary layer while high
pressure prevails over land. Three major layers exist (not including the
surface layer): a turbulent mixed layer; a less turbulent residual layer
which contains air formerly in the mixed layer; and a nocturnal, stable
boundary layer which is characterized by periods of sporadic turbulence.

Source: Adapted from Stull (1988) Figures 1.7 and 12.1.

LLJs are often associated with mountain ranges. Mountains and pressure gradients on
either side of a developing LLJ help concentrate the flow of air into a corridor or horizontal
stream (Hobbs et al., 1996). Figure AX2-11 shows that LLJs commonly form east of the Rocky
Mountains and east of the Appalachian Mountains (Bonner, 1968). There may be other locations
in the U.S. where LLJs occur. The width of the jet can vary from location to location and from
one weather pattern to another, but is typically less than several hundred km not greater than
1000 km long. In extreme cases, winds in a LLJ can exceed 60 ms™' but average speeds are
typically in the range of 10 to 20 ms™".

Nocturnal low-level jets are not unique to the United States; they have been detected in
many other parts of the world (Corsmeier, 1997, Reitebuch, et al., 2000). Corsmeier et al.
(1997) observed secondary maxima in surface O, at nighttime at a rural site in Germany,
supporting the notion that downward transport from the residual layer was occurring. The
secondary maxima were, on average, 10% of the next day’s O, maximum but at times could be

as much as 80% of the maximum (Corsmeier et al., 1997). The secondary O, maxima were well
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Figure AX2-11. Locations of low-level jet occurrences in decreasing order of prevalence
(most frequent, common, observed). These locations are based on 2-years
radiosonde data obtained over limited areas. With better data coverage,
other low-level jets may well be observed elsewhere in the United States.

Source: Bonner (1968).

correlated with an increase in wind speed and wind shear. The increased vertical shear over the
very thin layer results in mechanical mixing that leads a downward flux of O, from the residual
to the near surface layer (see Low-level jets AX2-12 and AX2-13). Analysis of wind profiles
from aerological stations in northeastern Germany revealed the spatial extent of that particular
LLJ was up to 600 km in length and 200 km in width. The study concluded the importance of O,
transport by low-level jets was twofold: O, and other pollutants could be transported hundreds
of kilometers at the jet core level during the night and then mixed to the ground far from their
source region. Salmond and McKendry (2002) also observed secondary O, maxima (in the
Lower Fraser Valley, British Columbia) associated with low-level jets that occasionally
exceeded half the previous day’s maximum O, concentration. The largest increases in surface
O, concentration occurred when boundary layer turbulence coincided with O, levels greater than
80 parts per billion were observed aloft. In addition, the study suggests horizontal transport
efficiency during a low-level jet event could be as much as six times greater than transport with
light winds without an LLJ. Reitebuch et al. (2000) observed secondary O, maxima associated

with low-level jet evolution in an urban area in Germany. The notion that O, was transported
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Figure AX2-12. Schematic diagram showing the diurnal behavior of O, and the
development of secondary O, maxima resulting from downward
transport from the residual layer when a low-level jet is present.

Source: Adapted from Reitbuch et al. (2000); Corsmeier et al. (1997); and Salmond and McKendry (2002).
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Figure AX2-13. The nocturnal low-level jet occupies a thin slice of the atmosphere near
the Earth’s surface. Abrupt changes in wind speed and wind direction
with height associated with the low-level jet create conditions favorable
for downward transport of air to the surface layer.

Source: Singh et al. (1997); Corsmeier et al. (1997).
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downward from the residual layer to the surface was supported by observed decreases in
concentrations of NO, NO, and CO in the residual layer during secondary O; maxima. Unlike
O, in the residual layer, concentrations of NO, NO,, and CO should be lower than those found
nearer the surface (Reitebuch et al., 2000; Seinfeld and Pandis, 1998). As in other studies, wind
speed and directional shear were detected during these events. Calculations of the average wind
speed and duration of the LLJ suggested that pollutants were transported several hundred
kilometers. A study of the PBL and the vertical structure of O, observed at a costal site in Nova
Scotia described how temperature and differences of surface roughness in a marine environment
can induce LLJ formation and pollution transport (Gong et al., 2000). In this case, rather strong
horizontal sea surface temperature gradients provided the necessary baroclinic forcing.

While the studies mentioned above have shed light on the possible role of the LLJ in the
transport of O, and its precursors, quantitative statements about the significance of the LLJ in
affecting local and regional O, budgets cannot yet be made. This inability reflects the lack of
available data for wind profiles in the planetary boundary layer in areas where LLJ are likely to

occur and because of the inadequacy of numerical models in simulating their occurrence.

AX2.3.4 Intercontinental Transport of Ozone and Other Pollutants
AX2.3.4.1 The Atmosphere/Ocean Chemistry Experiment, AEROCE

The AEROCE experiment, initiated in the early 1990s set out to examine systematically
the chemistry and meteorology leading to the trace gas and aerosol composition over the North
Atlantic Ocean. One particular focus area was to determine the relative contribution of
anthropogenic and natural processes to the O, budget and oxidizing capacity of the troposphere
over the North Atlantic Ocean. Early results using isentropic back trajectories suggested that
periodic pulses of O, mixing ratios up to 80 ppb were associated with large-scale subsidence
from the mid-troposphere, favoring a natural source (Oltmans and Levy, 1992). Moody et al.
(1995) extended this work with a five-year seasonal climatology and found the highest
concentrations of O, were always associated with synoptic scale postfrontal subsidence off the
North American continent behind cold fronts, and this pattern was most pronounced in the
April-May time frame. These postfrontal air masses had uniformly low humidity and high
concentrations of 'Be, a cosmogenic tracer produced in the upper troposphere and lower

stratosphere. However, the pulsed occurrence of these postfrontal air masses also frequently
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delivered enhanced concentrations of species such as SO,*, NO; ", *!°Pb, etc. suggesting a
component originating in North America. In a subsequent analysis of data from one year (1992)
when CO observations were available, Dickerson et al. (1995) concluded that anthropogenic
sources made a significant contribution to surface O,, and using a simple mixing model they
determined that 57% of the air had a continental boundary layer origin.

Based on these observations of the synoptically modulated concentrations, AEROCE
conducted an aircraft and ozonesonde intensive in the spring of 1996. The intention was to
adopt a meteorologically informed sampling strategy to clearly distinguish the characteristics of
air masses ahead of and behind eastward progressing cold fronts. Sixteen research flights were
conducted with the University of Wyoming King Air research aircraft. The goal was to
differentiate the sources of enhanced O; mixing ratios observed on Bermuda after the passage of
cold fronts, and to identify the major processes controlling the highly variable O, mixing ratios
in the mid-to-upper troposphere over eastern North America and the North Atlantic Ocean
during April and May. In addition to aircraft flights, near-daily ozonesondes were launched in a
quasi-zonal transect from Purdue, Indiana, to Charlottesville, Virginia to Bermuda. An effort
was made to time the release of ozonesondes to cleanly differentiate pre- and postfrontal air
masses.

In several aircraft flights, the presence at altitude of distinct layers of air with elevated
concentrations of nonmethane hydrocarbons (NMHCs) attested to the dynamic vertical mixing
associated with springtime frontal activity. Layers of mid-tropospheric air of high O, (140 ppb)
and low background NMHC mixing ratios (1.44 ppbv ethane, 0.034 ppbv propene, 0.247 ppbv
propane, and 0.034 ppbv isobutene, 0.041 ppbv n-butane, 0.063 ppbv benzene, 0.038 ppbv
toluene) were indicative of descending, stratospherically influenced air on a flight to the east of
Norfolk, VA on April 24 (alt 4600m). However layers of elevated NMHC concentrations
(1.88 ppbv ethane, 0.092 ppbv propene, 0.398 ppbv propane, 0.063 ppbv isobutene, 0.075 ppbv
n-butane, 0.106 ppbv benzene, 0.0102 ppbv toluene) occurred along with 60-70 ppbv of O, on a
flight west of Bermuda April 28 (alt. 4100m), indicating air had been lofted from the continental
boundary layer. Meteorological evidence, supported by ozonesonde observations and earlier
King Air flights, indicated that stratosphere/troposphere exchange associated with an upstream
frontal system had injected and advected dry, O;-rich air into the mid-troposhere region over the

continent. This subsiding air mass provided deep layers of enhanced O; in the offshore,
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postfrontal area. Convection from a developing (upwind) system lifted continental boundary
layer air into the proximity of the dry, subsiding air layer (Prados, et al., 1999). This resulted in
a mixture of high concentrations of anthropogenic pollutants along with naturally enhanced O;.
Ozone mixing ratios exceeded those attributable to boundary layer venting or in-transit
photochemical production. These meteorological processes led to pollution and stratospherically
enhanced O, co-occurring in postfrontal air masses over the North Atlantic Ocean. A similar
event in February 1999 was observed by Parrish et al. (2000). It confirmed the occurrence of
thin layers of anthropogenic and stratospheric air that subsequently mix. These results, along
with recent modeling studies suggest that North American pollution clearly does contribute to
the periodic influx of less-than-pristine air observed in the marine boundary layer over Bermuda
(e.g., Lietal., 2002) and yet these incursions are not inconsistent with observing enhancements
in O, due to stratospheric exchange.

The ozonesonde climatology of AEROCE clearly established that O, mixing ratios were
always enhanced and increased with height in postfrontal air masses. Postfrontal O, in the lower
troposphere over Bermuda originates in the postfrontal midtroposphere over the continent,
supporting the hypothesis that naturally occurring stratospheric O, makes a contribution to air in
the marine boundary layer (Cooper et al., 1998). A schematic of the meteorological processes
responsible for the close proximity of natural and man-made O, can be seen in Figure AX2-8
from Prados (2000). Cold fronts over North America tend to be linked in wave-like patterns
such that the subsidence behind one front may occur above with intrusions of convection ahead
of the next cold front. Pollutants, including VOC and NOx, precursors to O;, may be lofted into
the mid-to-upper troposphere where they have the potential to mix with layers of air descending
from O,-rich but relatively unpolluted upper troposphere and lower stratosphere. Through this
complex mechanism, both stratospheric and photochemically produced O, may be transported to
the remote marine environment where they have large-scale impacts on the radiative and
chemical properties of the atmosphere. Recent three-dimensional modeling studies of air mass
motion over the Pacific provide further evidence that these complex mechanisms are indeed

active (Cooper et al., 2004b).
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AX2.3.4.2 The North Atlantic Regional Experiment, NARE

NARE was established by the International Global Atmospheric Chemistry Project to study
the chemical processes occurring in the marine troposphere of the North Atlantic, the marine
region expected to be the most impacted by industrial emissions from eastern North America and
western Europe. Surface measurements from several surface sites were initiated in 1991, with
major field intensives in summer 1993, spring 1996, early autumn 1997 and a few winter flights
in 1999. In the summer of 1993, airborne and ground-based measurements of O, and O,
precursors were made in the North Atlantic region by an international team of scientists to
determine how the continents that rim the North Atlantic are affecting atmospheric composition
on a hemispheric scale (Fehsenfeld et al., 1996a,b). The focus of NARE was to investigate the
O, budget of the North Atlantic region. Previous observations indicated that the O, produced
from anthropogenic sources is greater than that reaching the lower troposphere from the
stratosphere and that O, derived from anthropogenic pollution has a hemisphere wide effect at
northern mid latitudes. This study was performed to better quantify the contribution of
continental sources to the O, levels over the North Atlantic.

Buhr et al. (1996) measured O, CO, NO, and NO, as well as meteorological parameters
aboard the NCAR King Air in August 1993 during 16 flights over and near the Gulf of Maine.
They found that O, produced from anthropogenic precursors was dominant throughout the
experimental region below 1500 m, in altitude.

The National Research Council of Canada Twin Otter aircraft was used to measure the O,
and related compounds in the summertime atmosphere over southern Nova Scotia (Kleinman
et al., 1996a,b). Forty-eight flights were performed, primarily over the surface sampling site in
Chebogue Point, Nova Scotia, or over the Atlantic Ocean. They found that a wide variety of air
masses with varying chemical content impact Nova Scotia. The effect depends on flow
conditions relative to the locations of upwind emission regions and the degree of photochemical
processing associated with transport times ranging from about 1 — 5 d. Moist continental
boundary layer air with high concentrations of O, and other anthropogenic pollutants was
advected to Nova Scotia in relatively thin vertical layers, usually with a base altitude of several
hundred meters. Dry air masses with high concentrations of O, often had mixed boundary layer
and upper atmosphere source regions. When a moist and dry air mass with the same

photochemical age and O, concentration were compared, the dry air mass had lower
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concentrations of NO, and aerosol particles, which was interpreted as evidence for the selective
removal of soluble constituents during vertical lifting.

Due to strong, low-level temperature inversions over the North Atlantic, near surface air is
often unrepresentative of the eastward transport of the North American plume because of a
decoupling from the air transported aloft (Kleinman et al., 1996a; Daum et al., 1996; Angervine
et al., 1996). Pollution plumes were observed in distinct strata up to 1 km. Plume chemical
compositions were consistent with the occurrence of considerable photochemical processing
during transit from source regions over the eastern seaboard of the U.S. Ozone concentrations
reached 150 ppbv, NO, conversion to its oxidation products exceeded 85%, and high hydrogen
peroxide concentrations were observed (median 3.6 ppbv, maximum 11 ppbv). CO and O,
concentrations were well correlated (R? = 0.64) with a slope (0.26) similar to previous
measurements in photochemically aged air (Parrish et al., 1998). Ozone depended nonlinearly
on the NO, oxidation product concentration, but there was a correlation (r* = 0.73) found
between O, and the concentration of radical sink species as represented by the quantity
((NO, —NO,) + 2H,0,).

Banic et al. (1996) determined that the average mass of O, transported through an area
1 m in horizontal extent and 5 km in the vertical over the ocean near Nova Scotia to be 2.8 gs™/,
moving from west to east. Anthropogenic O, accounted for half of the transport below 1 km,
35 to 50% from 1 to 3 km, 25 to 50% from 3 to 4 km, and only 10% from 4 to 5 km. Merrill and
Moody (1996) analyzed the meteorological conditions during the NARE intensive period
(August 1 to September 13, 1993). They determined the ideal meteorological scenario for
delivering pollution plumes from the U.S. East Coast urban areas over the Gulf of Maine to the
Maritime Provinces of Canada to be warm sector flow ahead of an advancing cold front. In the
winter phase of NARE, O, and CO were measured from the NOAA WP-3D Orion aircraft from
St. John’s, Newfoundland, Canada, and Keflavik, Iceland, from February 2 to 25, 1999 (Parrish
et al., 2000). In the lower troposphere over the western North Atlantic Ocean, the close
proximity of air masses with contrasting source signatures was remarkable. High levels of
anthropogenic pollution immediately adjacent to elevated O, of stratospheric origin were
observed, similar to those reported by Prados et al. (1999). In air masses with differing amounts

of anthropogenic pollution, O, was negatively correlated with CO, which indicates that
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emissions from surface anthropogenic sources had reduced O,, in this wintertime period, even in
air masses transported into the free troposphere.

The influence of the origin and evolution of airstreams on trace gas mixing ratios has been
studied in great detail for NARE aircraft data. The typical midlatitude cyclone is composed of
four major component airstreams, the warm conveyor belt, the cold conveyor belt, the post cold-
front airstream and the dry airstream (Cooper et al., 2001). The physical and chemical
processing of trace species was characterized for each airstream, and a conceptual model of a
midlatitude cyclones was developed (Cooper et al., 2002a). This showed how airstreams within
midlatitude cyclones drew and exported trace gases from the polluted continental boundary
layer, and the stratospherically enhanced mid-troposphere. Using back trajectories, airstream
composition was related to the origin and transport history of the associated air mass. The
lowest O, values were associated with airstreams originating in Canada or the Atlantic Ocean
marine boundary layer; the highest O, values were associated with airstreams of recent
stratospheric origin. The highest NO, values were seen in polluted outflow from New England
in the lower troposphere. A steep and positive O,/NO, slope was found for all airstreams in the
free troposphere regardless of air mass origin. Finally, the seasonal variation of photochemistry
and meteorology and their impact on trace gas mixing ratios in the conceptual cyclone model
was determined (Cooper et al., 2002b). Using a positive O;/CO slope as an indicator of
photochemical O, production, O, production during late summer-early autumn is associated with
the lower troposphere post-cold-front airstream and all levels of the WCB, especially the lower
troposphere. However, in the early spring, there is no significant photochemical O, production
for airstreams at any level, and negative slopes in the dry air airstream indicate STE causes the
O, increase in the mid- and upper troposphere.

Stohl et al. (2002) analyzed total odd nitrogen (NO,) and CO data taken during NARE in
spring 1996 and fall 1997. They studied the removal timescales of NO, originating from surface
emissions of NO, and what fraction reached the free troposphere. NO, limits O, production in
the free troposphere and can be regenerated from NO, after the primary NOx has been
exhausted. It was determined that < 50% of the NO, observed above 3 km came from
anthropogenic surface emissions. The rest had to have been emitted in situ.

Several studies (e.g., Stohl and Trickl, 1999; Brunner et al., 1998; Schumann et al., 2000;
Stohl et al., 2003; Traub et al., 2003) have identified plumes that have originated in North
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America over Europe and over the eastern Mediterranean basin (e.g., Roelofs et al., 2003; Traub
et al., 2003). Modeling studies indicate that North American emissions contribute roughly 20%
to European CO levels and 2 to 4 ppb to surface O;, on average. Episodic events, such as forest
fires in North America have also been found to result in elevated CO and O, levels and visible
haze layers in Europe (Volz-Thomas, et al., 2003). The O, is either transported from North
America or formed during transport across the North Atlantic Ocean, perhaps as the result of
interactions between the photochemical degradation products of acetone with emissions of NO,
from aircraft (Bruhl et al., 2000; Arnold et al., 1997). In addition, North American and European
pollution is exported to the Arctic. Eckhardt et al. (2003) show that this transport is related to
the phase of the North Atlantic Oscillation which has a period of about 20 years.

AX2.3.5 Small-Scale Circulation Systems

Sub-synoptic scale circulation systems are especially important for determining pollution
levels. These systems include sea-land breezes, mountain-valley breezes and circulations driven
by the urban heat island. The circulations associated with these phenomena typically occur on

spatial scales of tens of kilometers.

AX2.3.5.1 Land-Sea Breeze

Of particular interest is the sea-land breeze, as many urban areas such as those in the
Northeast Corridor (Washington, Baltimore, Philadelphia, New York and Boston), Chicago,
Houston, and Los Angeles in which high O, values are found (see Chapter 3) are located in or
near coastal zones.

During the day, heating of the land surface results in upward motion that is compensated
by air flowing in from the adjacent water body, i.e., the sea breeze. Winds gradually rotate with
height to produce a return flow aloft. This circulation generally reaches maximum strength in
late afternoon. Afterwards, the sense of the circulation is reversed and a land breeze develops,
which reaches maximum strength shortly after the land-sea temperature contrast is largest. This
also implies that winds are rotating at the surface as the sense of the circulation changes. The
circulation can interact with the larger synoptic scale flow pattern to either attenuate surface

winds or to increase them.
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Because of these effects, sea-land breezes can exert significant effects on concentrations of
pollutants emitted in coastal areas. If there is onshore flow (sea breeze) when there is opposing
large scale flow, a transition zone (sometimes called a sea breeze front) in which convergence of
the opposing flows forms. In this zone, horizontal winds are weak. Furthermore, air pollutants
are concentrated and are transported upwards. This situation was found during O, episodes
occurring in Houston in August 2000, in which a “wall of pollution” formed (Banta et al., 2005).
If the sea breeze is dominant, it can transport pollutants well inland, even to central-eastern
Texas. During the land breeze phase, pollutants at the surface tend to be transported out over the
adjacent water body, resulting in dilution and dispersion of pollutants. Observational studies of

the effects of small scale circulations on O, concentrations are lacking.

AX2.3.6 The Relation of Ozone to Solar Ultraviolet Radiation, Aerosols,
and Air Temperature

AX2.3.6.1 Solar Ultraviolet Radiation and Ozone

The effects of sunlight on photochemical oxidant formation, aside from the role of solar
radiation in meteorological processes, are related to its intensity and its spectral distribution.
Intensity varies diurnally, seasonally, and with latitude, but the effect of latitude is strong only in
the winter. Ultraviolet radiation from the sun plays a key role in initiating the photochemical
processes leading to O, formation and affects individual photolytic reaction steps. However,
there is little empirical evidence in the literature, directly linking day-to-day variations in
observed UV radiation levels with variations in O, levels.

In urban environments the rate of O, formation is sensitive to the rate of photolysis of
several species including H,CO, H,0,, O, and especially NO,. Monte Carlo calculations
suggest that model calculations of photochemical O, production are most sensitive to uncertainty
in the photolysis rate coefficient for NO, (Thompson and Stewart, 1991; Baumann et al., 2000).
The International Photolysis Frequency Measurement and Modeling Intercomparison (IPMMI)
hosted recently by NCAR in Boulder, CO brought together more than 40 investigators from
8 institutions from around the world (Bais et al., 2003; Cantrell et al., 2003 and Shetter et al.,
2003). They compared direct actinometric measurements, radiometric measurements, and
numerical models of photolysis rate coefficients, focusing on O, to O('D) and NO,, referred to as

j(O5) and j(NO,).
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The combination of direct measurements and comparisons to model calculations indicated
that for clear skies, zenith angles less than 70°, and low aerosol loadings, the absolute value of
the j(NO,) at the Earth’s surface is known to better than 10% with 95% confidence. The results
suggest that the cross sections of Harder et al. (1997a) may yield more accurate values when
used in model calculations of j(NO,). Many numerical models agreed among themselves and
with direct measurements (actinometers) and semi-direct measurements (radiometers) when
using ATLAS extraterrestrial flux from Groebner and Kerr (2001). The results of IPMMI
indicate numerical models are capable of precise calculation of photolysis rates at the surface
and that uncertainties in calculated chemical fields arise primarily from uncertainties in the
variation of actinic flux with altitude in addition to the impact of clouds and aerosols on

radiation.

AX2.3.6.2 Impact of Aerosols on Radiation and Photolysis Rates and
Atmospheric Stability

Because aerosol particles influence the UV flux there is a physical link between particles
and gases that depends on the concentration, distribution, and refractive index of the particles.
Scattering of UV radiation by tropospheric aerosol particles can strongly impact photolysis rates
and thus photochemical O, production or destruction. The effect shows high sensitivity to the
properties of the aerosol. Particles in the boundary layer can accelerate photochemistry if the
single scattering albedo is near unity, such as for sulfate and ammoniated sulfate aerosols, or
inhibit O, production if the single scattering albedo is low, such as for mineral dust or soot
(Dickerson et al., 1997; Jacobson, 1998; Liao et al., 1999; Castro et al., 2001; Park et al., 2001).
Any aerosol layer in the free troposphere will reduce photolysis rates in the boundary layer.

The interaction of aerosols, photochemistry, and atmospheric thermodynamic processes
can impact radiative transport, cloud microphysics, and atmospheric stability with respect to
vertical mixing. Park et al. (2001) developed a single-column chemical transport model that
simulates vertical transport by convection, turbulent mixing, photochemistry, and interactive
calculations of radiative fluxes and photolysis rates. Results from simulations of an episode over
the eastern United States showed strong sensitivity to convective mixing and aerosol optical
depth. The aerosol optical properties observed during the episode produced a surface cooling of

up to 120 W/m? and stabilized the atmosphere suppressing convection. This suggests two

AX2-91



possible feedbacks mechanisms between aerosols and O;-reduced vertical mixing would tend to

increase the severity of O, episodes, while reduced surface temperatures would decrease it.

AX2.3.6.3 Temperature and Ozone

An association between surface O, concentrations and temperature has been demonstrated
from measurements in outdoor smog chambers and from measurements in ambient air.
Numerous ambient studies done over more than a decade have reported that successive
occurrences or episodes of high temperatures characterize high O, years (Clark and Karl, 1982;
Kelly et al., 1986). The relation of daily maximum 8-h average O, concentration to daily
maximum temperature from May to September 1994 to 2004 is illustrated in Figure AX2-14 for
the Baltimore Air Quality Forecast Area. The relation, based on daily maximum 1-h average O,
concentration is illustrated in Figure AX2-15. The relations are very similar in the two figures,
reflecting the high degree of correlation (r = 0.98) between the daily maximum 1-h and 8-h O,
concentrations. The relation of daily maximum 8-h average O, to daily maximum temperature
from May to September 1994 to 2004 is illustrated in Figure AX2-15 for the three sites
downwind of Phoenix, AZ on high O, days (cf., Figure AX3-32). As can be seen from a
comparison of Figures AX2-14 and AX2-16, O, concentrations in the Phoenix area are not as
well correlated with daily maximum temperature (r = 0.14) as they are in the Baltimore Area
(r=10.74). There appears to be an upper-bound on O, concentrations that increases with
temperature. Likewise, Figure AX2-16 shows that a similar qualitative relationship exists
between O, and temperature even at a number of nonurban locations.

The notable trend in these plots is the apparent upper-bound to O, concentrations as a
function of temperature. It is clear that, at a given temperature, there is a wide range of possible
O, concentrations because other factors (e.g., cloudiness, precipitation, wind speed) can reduce
O, production rates. The upper edge of the curves may represent a practical upper bound on the
maximum O, concentration achieved under the most favorable conditions. Relationships
between peak O, and temperature also have been recorded by Wunderli and Gehrig (1991) for
three locations in Switzerland. At two sites near Zurich, peak O, increased 3 to 5 ppb/°C for
diurnal average temperatures between 10 and 25 °C, and little change in peak O, occurred for
temperatures below 10 °C. At the third site, a high-altitude location removed from

anthropogenic influence, a much smaller variation of O, with temperature was observed.
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Figure AX2-14. A scatter plot of daily maximum 8-h O, concentration versus daily
maximum temperature in the Baltimore, MD Air Quality Forecast Area.

Source: Piety (2005)
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Figure AX2-15. A scatter plot of daily maximum 1-h average O, concentration versus
daily maximum temperature in the Baltimore, MD Air Quality Forecast
Area.

Source: Piety (2005)
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Figure AX2-16. A scatter plot of daily maximum 8-h average O, concentrations versus

daily maximum temperature downwind of Phoenix, AZ.

Source: Piety (2005)
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Some possible explanations for the correlation of O, with temperature include:

Increased photolysis rates under meterological conditions associated with higher
temperatures;

Increased H,O concentrations with higher temperatures as this will lead to greater OH
production via R(2-6);

Enhanced thermal decomposition of PAN and similar compounds to release NO, at
higher temperatures;

Increase of anthropogenic hydrocarbon (e.g., evaporative losses) emissions or NO,,
emissions with temperature or both;

Increase of natural hydrocarbon emissions (e.g., isoprene) with temperature; and
Relationships between high temperatures and stagnant circulation patterns.

Advection of warm air enriched with O;.
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Cardelino and Chameides (1990) and Sillman and Samson (1995) both identified the
temperature-dependent thermal decomposition of PAN as the primary cause of the observed
O,-temperature relationship. When temperatures are low, PAN is relatively stable. Formation of
PAN represents a significant sink for NO, (in low NO, rural areas) and radicals (in high NO,
urban areas). This has the effect of slowing the rate of O, production. Sillman and Samson
found that the impact of the PAN decomposition rate could explain roughly half of the observed
correlation between O, and temperature. Jacob et al. (1993) found that warm events in summer
in the United States were likely to occur during stagnant meteorological conditions, and the
concurrence between warm temperatures and meteorological stagnation also explained roughly
half of the observed O;-temperature correlation. Other possible causes include higher solar
radiation during summer, the strong correlation between biogenic emission of isoprene and
temperature, and the somewhat weaker tendency for increased anthropogenic emissions
coinciding with warmer temperatures.

However, it should also be noted that a high correlation of O, with temperature does not
necessarily imply a causal relation. Extreme episodes of high temperatures (a heat wave) are
often multiday events, high O, episodes are also multiday events, concentrations build,
temperatures rise, but both are being influenced by larger-scale regional or synoptic
meteorological conditions. It also seems apparent, that while there is a trend for higher O,
associated with higher temperatures, there is also much greater variance in the range of O,

mixing ratios at higher temperatures.

AX2.4 THE RELATION OF OZONE TO ITS PRECURSORS AND
OTHER OXIDANTS

Ozone is unlike many other species whose rates of formation vary directly with the
emissions of their precursors. Ozone changes in a nonlinear fashion with the concentrations of
its precursors. At the low NO, concentrations found in most environments, ranging from remote
continental areas to rural and suburban areas downwind of urban centers the net production of O,
increases with increasing NO,. At the high NO, concentrations found in downtown metropolitan
areas, especially near busy streets and roadways, and in power plant plumes there is net

destruction (titration) of O by reaction with NO. In between these two regimes there is a
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transition stage in which O, shows only a weak dependence on NO, concentrations. In the high
NO, regime, NO, scavenges OH radicals which would otherwise oxidize VOCs to produce
peroxy radicals, which in turn would oxidize NO to NO,. In the low NO, regime, the oxidation
of VOCs generates, or at least does not consume, free radicals and O, production varies directly
with NO,. Sometimes the terms VOC limited and NO, limited are used to describe these two
regimes. However, there are difficulties with this usage because (1) VOC measurements are not
as abundant as they are for nitrogen oxides, (2) rate coefficients for reaction of individual VOCs
with free radicals vary over an extremely wide range, and (3) consideration is not given to CO
nor to reactions that can produce free radicals without invoking VOCs. The terms NO,-limited
and NO,-saturated (e.g., Jaegl¢ et al., 2001) will be used wherever possible to describe these two
regimes more adequately. However, the terminology used in original articles will also be kept.
The chemistry of OH radicals, which are responsible for initiating the oxidation of hydrocarbons,
shows behavior similar to that for O, with respect to NO, concentrations (Hameed et al., 1979;
Pinto et al., 1993; Poppe et al., 1993; Zimmerman and Poppe, 1993). These considerations
introduce a high degree of uncertainty into attempts to relate changes in O, concentrations to
emissions of precursors.

Various analytical techniques have been proposed that use ambient NO, and VOC
measurements to derive information about O, production and O;-NO,-VOC sensitivity. It has
been suggested that O, formation in individual urban areas could be understood in terms of
measurements of ambient NO, and VOC concentrations during the early morning (e.g., National
Research Council, 1991). In this approach, the ratio of summed (unweighted by chemical
reactivity) VOC to NO, is used to determine whether conditions were NO,-sensitive or VOC
sensitive. This procedure is inadequate because it omits many factors that are recognized as
important for O, production: the impact of biogenic VOCs (which are not present in urban
centers during early morning); important individual differences in the ability of VOCs to
generate free radicals (rather than just total VOC) and other differences in O, forming potential
for individual VOCs (Carter, 1995); the impact of multiday transport; and general changes in
photochemistry as air moves downwind from urban areas (Milford et al., 1994).

Jacob et al. (1995) used a combination of field measurements and a chemistry-transport
model (CTM) to show that the formation of O, changed from NO,-limited to NO,-saturated as

the season changed from summer to fall at a monitoring site in Shenandoah National Park, VA.
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Photochemical production of O, generally occurs simultaneously with the production of various
other species: nitric acid (HNO,), organic nitrates, and hydrogen peroxide. The relative rate of
production of O; and other species varies depending on photochemical conditions, and can be
used to provide information about O;-precursor sensitivity.

There are no hard and fast rules governing the levels of NO, at which the transition from
NO,-limited to NO,-saturated conditions occurs. The transition between these two regimes is
highly spatially and temporally dependent. Similar responses to NO, additions from commercial
aircraft have also been found for the upper troposphere (Bruhl et al., 2000). Bruhl et al. (2000)
found that the NO, levels for O, production versus loss are highly sensitive to the radical sources
included in model calculations. They found that the inclusion of only CH, and CO oxidation
leads to a decrease in net O; production in the North Atlantic flight corridor due to NO emissions
from aircraft. However, the inclusion of acetone photolysis was found to shift the maximum in
O, production to higher NO, mixing ratios, thereby reducing or eliminating areas in which there
is a decrease in O, production rates due to aircraft emissions.

Trainer et al. (1993) suggested that the slope of the regression line between O, and
summed NO, oxidation products (NO,, equal to the difference between measured total reactive
nitrogen, NO,, and NO,) can be used to estimate the rate of O; production per NO, (also known
as the O, production efficiency, or OPE). Ryerson et al. (1998, 2001) used measured
correlations between O, and NO, to identify different rates of O, production in plumes from
large point sources.

Sillman (1995) and Sillman and He (2002) identified several secondary reaction products
that show different correlation patterns for NO,-limited conditions and NO,-saturated conditions.
The most important correlations are for O, versus NO,, O, versus NO,, O, versus HNO,, and
H,0, versus HNO;. The correlations between O, and NO,, and O; and NO, are especially
important because measurements of NO, and NO, are widely available. Measured O; versus
NO, (Figure AX2-17) shows distinctly different patterns in different locations. In rural areas and
in urban areas such as Nashville, TN, O, shows a strong correlation with NO, and a relatively
steep slope to the regression line. By contrast, in Los Angeles O, also increases with NO,, but
the rate of increase of O, with NO, is lower and the O, concentrations for a given NO, value are

generally lower.
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Figure AX2-17. Measured values of O; and NO, (NO,—~NO,) during the afternoon at rural
sites in the eastern United States (gray circles) and in urban areas and
urban plumes associated with Nashville, TN (gray dashes), Paris, FR
(black diamonds) and Los Angeles, CA (X’s).

Sources: Trainer et al. (1993), Sillman et al. (1997, 1998, 2003).

The difference between NO,-limited and NO,-saturated regimes is also reflected in
measurements of hydrogen peroxide (H,0,). Hydrogen peroxide production is highly sensitive
to the abundance of free radicals and is thus favored in the NO,-limited regime, typical of
summer conditions. Differences between these two regimes are also related to the preferential
formation of sulfate during summer and to the inhibition of sulfate and hydrogen peroxide
during winter (Stein and Lamb, 2003). Measurements in the rural eastern United States (Jacob
et al., 1995) Nashville (Sillman et al., 1998), and Los Angeles (Sakugawa and Kaplan, 1989)
show large differences in H,O, concentrations between likely NO,-limited and NO,-saturated
locations.

The discussion in Section AX2.4.1 centers mainly on the relations among O,, NO, and its
oxidation products, represented as NO, (NO,~NO,) and VOCs derived from the results of field

studies. Most of these studies examined processes occurring in power plant and urban plumes.
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AX2.4.1 Summary of Results for the Relations Among Ozone, its Precursors
and Other Oxidants from Recent Field Experiments

AX2.4.1.1 Results from the Southern Oxidant Study and Related Experiments

The Southern Oxidant Study (SOS) was initiated to describe the sources, variation, and
distribution of O, and its precursors in the southeastern United States during the summer season
(Hiibler et al., 1998; Meagher et al., 1998; Goldan et al., 2000). Specific issues that were
addressed included: (1) the role of biogenic VOC and NO, emissions on local and regional O,
production, (2) the effect of urban-rural exchange/interchange on local and regional O,
production, (3) sub-grid-scale photochemical and meteorological processes, and (4) the
provision of a high-quality chemical and meteorological data set to test and improve observation
and emission-based air quality forecast models. Some of the more significant findings of the
1994 to 1995 studies include the following: (1) Ozone production in Nashville was found to be
close to the transition between NO,-limited and NO,-saturated regimes. (2) The number of
molecules of O, produced per molecule of NO, oxidized in power plant plumes, or the O,
production efficiency (OPE) was found to be inversely proportional to the NO, emission rate,
with the plants having the highest NO, emissions exhibiting the lowest OPE. (3) During
stagnant conditions, winds at night dominated pollutant transport and represent the major
mechanism for advecting urban pollutants to rural areas—specific findings follow.

As part of SOS, the Tennessee Valley Authority’s instrumented helicopter conducted
flights over Atlanta, Georgia to investigate the evolution of the urban O, plume (Imhoff et al.,
1995). Ozone peak levels occurred at 20 — 40 km downwind of the city center. The OPE
obtained from five afternoon flights ranged between 4 and 10 molecules of O, per molecule
of NO,.

Berkowitz and Shaw (1997) measured O, and its precursors at several altitudes over a
surface site near Nashville during SOS to determine the effects of turbulent mixing on
atmospheric chemistry. Early morning measurements of O, aloft revealed values near 70 ppb,
while those measured at the surface were closer to 25 ppb. As the daytime mixed layer
deepened, surface O, values steadily increased until they reached 70 ppb. The onset of
turbulence increased isoprene mixing ratios aloft by several orders of magnitude and affected the
slope of Oj as a function of NO, for each of the flight legs. Measurements from nonturbulent

flight legs yielded slopes that were considerably steeper than those from measurements made in
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turbulence. This study shows that the concentration of O, precursors aloft is dependent on the
occurrence of turbulence, and turbulent mixing could explain the evolution of O, concentrations
at the surface. In general, conclusions regarding pollutant concentrations must account for both
chemical and local dynamic processes.

Gillani et al. (1998) analyzed data from instrumented aircraft during SOS that flew through
the plumes of three large, tall-stack, base-load, Tennessee Valley Authority (TVA) coal-fired
power plants in northwestern Tennessee. They determined that plume chemical maturity and
peak O, and NO, production occurred within 30 to 40 km and 4 hours of summer daytime
convective boundary layer (CBL) transport time for a coal-fired power plant in the Nashville,
TN urban O, nonattainment area (Gallatin). For a rural coal-fired power plant in an isoprene-
rich forested area about 100 km west of Nashville (Cumberland), plume chemical maturity and
peak O, and NO, production were realized within approximately 100 km and 6 hours of CBL
transport time. Their findings included approximately 3 molecules of O, and more than
0.6 molecules of NO, may be produced in large isolated rural power plant plumes (PPPs) per
molecule of NO, release; the corresponding peak yields of O, and NO, may be significantly
greater in urban PPPs. Both power plants can contribute as much as 50 ppb of excess O, to the
Nashville area, raising the local levels to well above 100 ppb. Also using aircraft data collected
during SOS, Ryerson et al. (1998) concluded that the lower and upper limits to O, production
efficiency in the Cumberland and Paradise PPPs (located in rural Tennessee) were 1 and
2 molecules of O, produced per molecule of NO, emitted. The estimated lower and upper limits
to O, production efficiency in the Johnsonville PPP (also located in rural Tennessee) were
higher, at 3 and 7.

The NOAA airborne O, lidar provided detailed, three-dimensional lower tropospheric O,
distribution information during June and July 1995 in the Nashville area (Senff et al., 1998;
Alvarez et al., 1998). The size and shape of power plant plumes as well as their impacts on O,
concentration levels as the plume is advected downwind were studied. Specific examples
include: the July 7 Cumberland plume that was symmetrical and confined to the boundary layer,
and the July 19 Cumberland plume that was irregularly shaped with two cores, one above and
the other within the boundary layer. The disparate plume characteristics on these two days were
the result of distinctly different meteorological conditions. Ozone in the plume was destroyed at

arate of 5 to 8 ppbv h™! due to NO, titration close to the power plant, while farther downwind,
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O, was produced at rates between 1.5 and 4 ppbv h™'. The lidar O; measurements compared
reasonably well with in situ values, with the average magnitude of the offsets over all the flights
at 4.3 ppbv (7%).

The highest O, concentrations observed during the 1995 SOS in middle Tennessee
occurred during a period of strong, synoptic-scale stagnation from July 11 through July 15. This
massive episode covered most of the eastern United States (e.g., Ryan et al., 1998). During this
time, the effects of vertical wind profiles on the buildup and transport of O; were studied by
Banta et al. (1998) using an airborne differential absorption lidar (DIAL) system. Vertical cross
sections showed O, concentrations exceeding 120 ppb extending to nearly 2 km above ground
level, but that O, moved little horizontally. Instead, it formed a dome of pollution over or near
Nashville. Due to the stagnant daytime conditions (boundary layer winds ~1 to 3 ms™"),
nighttime transport of O, became disproportionately important. At night, in the layer between
100 and 2000 m AGL (which had been occupied by the daytime mixed layer), the winds could
be accelerated to 5 to 10 m s as a result of nocturnal decoupling from surface friction. Data
from surface and other aircraft measurements taken during this period suggest that the
background air and the edges of the urban plume were NO, sensitive and the core of the urban
plume was hydrocarbon sensitive (Valente et al., 1998). Also revealed was the fact that the
surface monitoring network failed to document the maximum surface O, concentrations. Thus,
monitoring networks, especially in medium-sized urban areas under slow transport conditions,
may underestimate the magnitude and frequency of urban O, concentrations greater than
120 ppb.

Nunnermacker et al. (1998) used both aircraft and surface data from SOS to perform a
detailed kinetic analysis of the chemical evolution of the Nashville urban plume. The analysis
revealed OH concentrations around 1.2 x 107 cm™ that consumed 50% of the NO, within
approximately 2 hours, at an OPE of 2.5 to 4 molecules for each molecule of NO,.
Anthropogenic hydrocarbons provided approximately 44% of the fuel for O, production by the
urban plume.

Surface and aircraft observations of O, and O, precursors were compared during SOS to
assess the degree to which midday surface measurements may be considered representative of
the larger planetary boundary layer (PBL) (Luke et al., 1998). Overall agreement between

surface and aircraft O, measurements was excellent in the well-developed mixed layer
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(r* = 0.96), especially in rural-regional background air and under stagnant conditions, where
surface concentrations change only slowly. Vertical variations in trace gas concentrations were
often minimal in the well-mixed PBL, and measurements at the surface always agreed well with
aircraft observations up to the level of measurements (460 m above ground level). Under
conditions of rapidly varying surface concentrations (e.g., during episodes of power plant plume
fumigation and early morning boundary layer development), agreement between surface and
aloft was dependent upon the spatial (aircraft) and temporal (ground) averaging intervals used in
the comparison. Under these conditions, surface sites were representative of the PBL only to
within a few kilometers horizontally.

On four days during SOS, air samples were taken in the plume of the Cumberland Power
Plant in central Tennessee using an instrumented helicopter to investigate the evolution of
photochemical smog (Luria et al., 1999, 2000). Twelve crosswind air-sampling traverses were
made between 35 and 116 km from this Power Plant on 16 July 1995. Winds, from the west-
northwest during the sampling period, directed the plume toward Nashville. Ten of the traverses
were performed upwind of Nashville, where the plume was isolated, and two were made
downwind of the city. The results indicated that even six hours after the plume left the stacks,
excess O, production was limited to the edges of the plume. Excess O, production within the
plume was found to vary from 20 ppb up to 55 ppb. It was determined that this variation
corresponded to differences in ambient isoprene levels. Excess O, (up to 109 ppbv, 50 to
60 ppbv above background), was produced in the center of the plume when there was sufficient
mixing upwind of Nashville. The power plant plume apparently mixed with the urban plume
also, producing O, up to 120 ppbv 15 to 25 km downwind of Nashville.

Nunnermacker et al. (2000) used data from the DOE G-1 aircraft to characterize emissions
from a small power plant plume (Gallatin) and a large power plant plume (Paradise) in the
Nashville region. Observations made on July 3, 7, 15, 17, and 18, 1995, were compiled, and a
kinetic analysis of the chemical evolution of the power plant plumes was performed. OPEs were
found to be 3 in the Gallatin and 2 in the Paradise plumes. Lifetimes for NO, (2.8 and 4.2 hours)
and NO, (7.0 and 7.7 hours) were determined in the Gallatin and Paradise plumes, respectively.
These NO, and NO, lifetimes imply rapid loss of NO, (assumed to be primarily HNO;), with a

lifetime determined to be 3.0 and 2.5 hours for the Gallatin and Paradise plumes, respectively.
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AX2.4.1.2 Results from Studies on Biogenic and Anthropogenic Hydrocarbons and
Ozone Production

Williams et al. (1997) made the first airborne measurements of peroxy-methacrylic nitric
anhydride (MPAN), which is formed from isoprene-NO, chemistry and is an indicator of recent
O, production from isoprene and therefore biogenic hydrocarbons (BHC). They also measured
peroxyacetic nitric anhydride (PAN), peroxypropionic nitric anhydride (PPN), and O, to estimate
the contributions of anthropogenic hydrocarbons (AHC) and BHC to regional tropospheric O,
production.

Airborne measurements of MPAN, PAN, PPN, and O, were made during the 1994 and
1995 Nashville intensive studies of SOS to determine the fraction of O, formed from
anthropogenic NO, and BHC (Roberts et al., 1998). It was found that PAN, a general product of
hydrocarbon-NO, photochemistry, could be well represented as a simple linear combination of
contributions from BHC and AHC as indicated by MPAN and PPN, respectively. The
PAN/MPAN ratios, characteristic of BHC-dominated chemistry, ranged from 6 to 10. The
PAN/PPN ratios, characteristic of AHC-dominated chemistry, ranged from 5.8 to 7.4. These
ratios were used to estimate the contributions of AHC and BHC to regional tropospheric O,
production. It was estimated that substantial O, (50 to 60 ppbv) was produced from BHC when

high NO, from power plants was present in areas of high BHC emission.

AX2.4.1.3 Results of Studies on Ozone Production in Mississippi and Alabama

Aircraft flights made in June 1990 characterized the variability of O, and reactive nitrogen
in the lower atmosphere over Mississippi and Alabama. The variety and proximity of sources
and the photochemical production and loss of O, were found to be contributing factors (Ridley
et al., 1998). Urban, biomass burning, electrical power plant, and paper mill plumes were all
encountered during these flights. Urban plumes from Mobile, AL had OPEs as high as 6 to
7 ppbv O; per ppbv of NO,. Emissions measured from biomass burning had lower efficiencies
of 2 to 4 ppbv O, per ppbv of NO,, but the average rate of production of O, was as high as
58 ppbv hr™! for one fire where the plume was prevented from vertical mixing. Near-source
paper mill and power plant plumes showed O, titration, while far-field observations of power
plant plumes showed net O, production. Early morning observations below a nocturnal

inversion provided evidence for the nighttime oxidation of NO, to reservoir species.
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Aircraft measurements of O, and oxides of nitrogen were made downwind of Birmingham,
AL to estimate the OPE in the urban plume (Trainer et al., 1995). NO, emission rates were
estimated at 0.6 x 10 molecules s™' with an uncertainty of a factor of 2. During the
summertime it was determined that approximately seven O; molecules could be formed for
every molecule of NO, emitted by the urban and proximately located power plant plumes. The
regional O,, the photochemical production of O, during the oxidation of the urban emissions, and
wind speed and direction all combined to dictate the magnitude and location of the peak O,
concentrations observed in the vicinity of the Birmingham metropolitan area.

Aircraft observations of rural U.S. coal-fired power plant plumes in the middle Mississippi
and Tennessee Valleys were used to quantify the nonlinear dependence of tropospheric O,
formation on plume NO, concentration, determined by plant NO, emission rate and atmospheric
dispersion (Ryerson et al., 2001). The ambient availability of reactive VOCs, primarily biogenic
isoprene, was also found to affect O, production rate and yield in these rural plumes. Plume O,
production rates and yields as a function of NO, and VOC concentrations differed by a factor of
2 or more. These large differences indicate that power plant NO, emission rates and geographic

locations play a large role in tropospheric O, production.

AX2.4.1.4 The Nocturnal Urban Plume over Portland, Oregon

Aircraft observations of aerosol surface area, O;, NO, and moisture were made at night in
the Portland, Oregon urban plume (Berkowitz et al., 2001). Shortly after sunset, O,, relative
humidity, NO, and aerosol number density were all positively correlated. However, just before
dawn, O; mixing ratios were highly anti-correlated with aerosol number density, NO, and
relative humidity. Back-trajectories showed that both samples came from a common source to
the northwest of Portland. The predawn parcels passed directly over Portland, while the other
parcels passed to the west of Portland. Several hypotheses were put forward to explain the loss
of O, in the parcels that passed over Portland, including homogeneous gas-phase mechanisms

and a heterogeneous mechanism on the aerosol particle surface.
AX2.4.1.5 Effects of VOCs in Houston on Ozone Production

Aircraft Observations of O, and O, precursors over Houston, TX, Nashville, TN; New

York, NY; Phoenix, AZ, and Philadelphia, PA showed that despite similar NO, concentrations,
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high concentrations of VOCs in the lower atmosphere over Houston led to calculated O,
production rates that were 2 to 5 times higher than in the other 4 cities (Kleinman et al., 2002).
Concentrations of VOCs and O, production rates are highest in the Ship Channel region of
Houston, where one of the largest petrochemical complexes in the world is located. As a result,
Houston lays claim to the highest recorded hourly average O, concentrations in the United States

within the last 5 years (in excess of 250 ppb).

AX2.4.1.6 Chemical and Meteorological Influences on the Phoenix Urban Ozone Plume
The interaction of chemistry and meteorology for western cities can contrast sharply with
that of eastern cities. A 4-week field campaign in May and June of 1998 in the Phoenix area
comprised meteorological and chemical measurements (Fast et al., 2000). Data from models and
observations revealed that heating of the higher terrain north and east of Phoenix produced
regular, thermally driven circulations during the afternoon from the south and southwest through
most of the boundary layer, advecting the urban O, plume to the northeast. Deep mixed layers
and moderate winds aloft ventilated the Phoenix area during the study period so that multiday
buildups of locally produced O, did not appear to contribute significantly to O, levels.
Sensitivity simulations estimated that 20% to 40% of the afternoon surface O, mixing ratios
(corresponding to 15 to 35 ppb) was due to the entrainment of O, reservoirs into the growing
convective boundary layer. The model results also indicated that O, production in this arid

region is NO,-saturated, unlike most eastern U.S. sites.

AX2.4.1.7 Transport of Ozone and Precursors on the Regional Scale

Instrumented aircraft flights by the University of Maryland in a Cessna 172 and Sonoma
Technology, Inc. in a Piper Aztec measured the vertical profiles of trace gases and
meteorological parameters in Virginia, Maryland, and Pennsylvania on July 12—15, 1995 during
a severe O, episode in the mid-Atlantic region (Ryan et al., 1998). Ozone measured upwind of
the urban centers reached 80 to 110 ppbv. Layers of high O, aloft were associated with local
concentration maxima of SO, and NO,, but not CO or NO,. This, together with a back trajectory
analysis, implicated coal-fired power plants in the industrialized Midwest as the source of the
photochemically aged air in the upwind boundary of the urban centers. When the PBL over the

Baltimore-Washington area deepened, the O, and O, precursors that had been transported from
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the west and northwest mixed with the local emissions and O, in excess of 125 ppbv was
measured at the surface.

During the blackout of August 14, 2003 Marufu et al. (2004) measured profiles of O,, SO,
and CO over areas in western Pennsylvania, Maryland and Virginia. They found notable
decreases in O;, SO,, and NO,, over areas affected by the blackout but not over those that were
not affected. They also found that CO concentrations aloft were comparable over areas affected
and not affected by the blackout. They attributed the differences in concentrations between what
was observed and what was expected to the reduction in emissions from power plants mainly in
the Ohio Valley. They also reasoned that the CO concentrations were relatively unaffected
because they arise from traffic emissions, which may have been largely unaffected by the
blackout. However, the blackout also disrupted many industries, small scale emission sources,
and rail and air transportation.

The Department of Energy G-1 aircraft flew in the New York City metropolitan area in
the summer of 1996 as part of the North American Research Strategy for Tropospheric
Ozone-Northeast effort to ascertain the causes leading to high O, levels in the northeastern
United States (Kleinman et al., 2000). Ozone, O, precursors, and other photochemically active
trace gases were measured upwind and downwind of New York City to characterize the O,
formation process and its dependence on NO, and VOCs. During two flights, the wind was
south southwesterly and O, levels reached 110 ppb. On two other flights, the wind was from the
north-northwest and O, levels were not as high. When the G-1 observed O, around 110 ppb, the

NO,/NO, ratio measured at the surface was between 0.20 and 0.30, indicating an aged plume.

AX2.4.1.8 Model Calculations and Aircraft Observations of Ozone Over Philadelphia
Regional-scale transport and local O, production over Philadelphia was estimated using a
new meteorological-chemical model (Fast et al., 2002). Surface and airborne meteorological and
chemical measurements made during a 30-day period in July and August of 1999 as part of the
Northeast Oxidant and Particulate Study were used to evaluate the model performance. Both
research aircraft and ozonesondes, during the morning between 0900 and 1100 LST, measured
layers of O, above the convective boundary layer. The model accounted for these layers through
upwind vertical mixing the previous day, subsequent horizontal transport aloft, and NO titration

of O, within the stable boundary layer at night. Entrainment of the O, aloft into the growing
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convective boundary contributed to surface O, concentrations. During the study period, most of
the O, appeared to result from local emissions in the vicinity of Philadelphia and the Chesapeake
Bay area, but during high O, episodes, up to 30 to 40% of the O; was due to regional transport

from upwind sources.

AX2.4.1.9 The Two-Reservoir System

Studies described above and over 500 aircraft flights over the mid-Atlantic region show
that a two-reservoir system illustrated schematically in Figure AX2-18 may represent both the
dynamics and photochemistry of severe, multiday haze and O, episodes over the eastern United
States (Taubman et al., 2004, 2005). The first reservoir is the PBL, where most precursor
species are injected, and the second is the lower free troposphere (LFT), where photochemical
processes are accelerated and removal via deposition is rare. Bubbles of air lifted from urban
and industrial sources were rich in CO and SO,, but not O;, and contained greater numbers of
externally mixed primary sulfate and black carbon (BC) particles. Correlations among O,, air
parcel altitude, particle size, and relative humidity suggest that greater O, concentrations and
relatively larger particles are produced in the LFT and mix back down into the PBL. Backward
trajectories indicated source regions in the Midwest and mid-Atlantic urban corridor, with
southerly transport up the urban corridor augmented by the Appalachian lee trough and nocturnal
low-level jet (LLJ). This concept of two-reservoirs may facilitate the numerical simulation of
multiday events in the eastern United States. A relatively small number of vertical layers will be
required if accurate representation of the sub-gridscale transport can be parameterized to

represent the actual turbulent exchange of air between the PBL and lower free troposphere.

AX2.5 METHODS USED TO CALCULATE RELATIONS BETWEEN
OZONE AND ITS PRECURSORS

Atmospheric chemistry and transport models are the major tools used to calculate the
relations between O,, its precursors, and other oxidation products. Other techniques, involving
statistical relations between O, and other variables have also been used. Chemistry-transport
models (CTM) are driven by emissions inventories for O, precursor compounds and by

meterological fields. Emissions of precursor compounds can be divided into anthropogenic and
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Figure AX2-18. Conceptual two-reservoir model showing conditions in the PBL and
in the lower free troposphere during a multiday O, episode. The dividing
line, the depth of the mixed layer, is about 1000 m. Emissions occur in
the PBL, where small, unmixed black carbon, sulfate, and crustal
particles in the PM, ; size range are also shown. Ozone concentrations as
well as potential temperature (0) and actinic flux are lower in the PBL
than in the lower free troposphere, while RH is higher. Larger, mixed
sulfate and carbonaceous particles (still in the PM, ; size range) and more
O, exist in the lower free troposphere.

Source: Taubman et al. (2004, 2005).

natural source categories. Natural sources can be further divided into biotic (vegetation,
microbes, animals) and abiotic (biomass burning, lightning) categories. However, the distinction
between natural sources and anthropogenic sources is often difficult to make as human activities
affect directly, or indirectly, emissions from what would have been considered natural sources
during the preindustrial era. Emissions from plants and animals used in agriculture are usually
referred to as anthropogenic. Wildfire emissions may be considered natural, except that forest
management practices may have led to the buildup of fuels on the forest floor, thereby altering

the frequency and severity of forest fires. Needed meteorological quantities such as winds and
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temperatures are taken from operational analyses, reanalyses, or circulation models. In most
cases, these are off-line analyses, i.e., they are not modified by radiatively active species such as
O, and particles generated by the model.

A brief overview of atmospheric chemistry-transport models is given in Section AX2.5.1.
A discussion of emissions inventories of precursors that are used by these models is given in
Section AX2.5.2. Uncertainties in emissions estimates have also been discussed in Air Quality
Criteria for Particulate Matter (U.S. Environmental Protection Agency, 2000). So-called
“observationally based models” which rely more heavily on observations of the concentrations
of important species are discussed in Section AX2.5.3. Chemistry-transport model evaluation

and an evaluation of the reliability of emissions inventories are presented in Section AX2.5.4.

AX2.5.1 Chemistry-Transport Models

Atmospheric chemistry-transport models (CTMs) are used to obtain better understanding
of the processes controlling the formation, transport, and destruction of O, and other air
pollutants; to understand the relations between O, concentrations and concentrations of its
precursors such as NO, and VOCs; and to understand relations among the concentration patterns
of O, and other oxidants that may also exert health effects. Detailed examination of the
concentrations of short-lived species in a CTM can provide important insights into how O is
formed under certain conditions and can suggest likely avenues for data analysis and future
experiments and field campaigns. The dominant processes leading to the formation of O; in a
particular time period, questions about whether NO, or VOCs were more important, the
influence of meteorology and of emissions from a particular geographic region, and the
transformation or formation of other pollutants could be examined using a CTM.

CTMs are also used for determining control strategies for O, precursors. However, this
application has met with varying degrees of success because of the highly nonlinear relations
between O, and emissions of its precursors. CTMs include mathematical descriptions of
atmospheric transport, emissions, the transfer of solar radiation through the atmosphere,
chemical reactions, and removal to the surface by turbulent motions and precipitation for
chemical species of interest. Increasingly, the trend is for these processes to be broken down and
handled by other models or sub-models, so a CTM will likely use emissions and meteorological

data from at least two other models.
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There are two major formulations of CTMs in current use. In the first approach,
grid-based, or Eulerian, air quality models, the region to be modeled (the modeling domain) is
subdivided into a three-dimensional array of grid cells. Spatial derivatives in the species
continuity equations are cast in finite-difference form over this grid, and a system of equations
for the concentrations of all the chemical species in the model are solved numerically at each
grid point. The modeling domain may be limited to a particular airshed or provide global
coverage and extend through several major atmospheric layers. Time dependent continuity
(mass conservation) equations are solved for each species including terms for transport, chemical
production and destruction, and emissions and deposition (if relevant), in each cell. Chemical
processes are simulated with ordinary differential equations, and transport processes are
simulated with partial differential equations. Because of a number of factors such as the
different time scales inherent in different processes, the coupled, nonlinear nature of the
chemical process terms, and computer storage limitations, all of the terms in the equations are
not solved simultaneously in three dimensions. Instead, a technique known as operator splitting,
in which terms involving individual processes are solved sequentially, is used. In the second
application of CTMs, trajectory or Lagrangian models, a large number of hypothetical air parcels
are specified as following wind trajectories. In these models, the original system of partial
differential equations is transformed into a system of ordinary differential equations.

A less common approach is to use a hybrid Lagrangian/Eulerian model, in which certain
aspects of atmospheric chemistry and transport are treated with a Lagrangian approach and
others are treaded in a Eulerian manner (e.g., Stein et al., 2000). Both modeling approaches have
their advantages and disadvantages. The Eulerian approach is more general in that it includes
processes that mix air parcels and allows integrations to be carried out for long periods during
which individual air parcels lose their identity. There are, however, techniques for including the
effects of mixing in Lagrangian models such as FLEXPART (e.g., Zanis et al., 2003), ATTILA
(Reithmeir and Sausen, 2002), and CLaMS (McKenna et al., 2002).

Major modeling efforts within the U.S. Environmental Protection Agency center on the
Models3/Community Modeling for Air Quality (CMAQ, Byun et al., 1998) and the Multi Scale
Air Quality Simulation Platform (MAQSIP, Odman and Ingram, 1996) whose formulations are
based on the regional acid deposition model (RADM, Chang et al., 1987). A number of other

modeling platforms using the Lagrangian and Eulerian frameworks have been reviewed in
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AQCD 96. CTMs currently in use are summarized in the review by Russell and Dennis (2000).
Evaluations of the performance of CMAQ are given in Arnold et al. (2003) and Fuentes and
Raftery (2005). The domains of MAQSIP and CMAQ are flexible and can extend from several
hundred km to the hemispherical scale. In addition, both of these classes of models allow the
resolution of the calculations over specified areas to vary. CMAQ and MAQSIP are both driven
by the MM5 mesoscale meteorological model (Seaman, 2000), though both may be driven by
other meteorological models (e.g., RAMS and Eta). Simulations of regional O, episodes have
been performed with a horizontal resolution of 4 km. In principle, calculations over limited
domains can be accomplished to even finer scales. However, simulations at these higher
resolutions require better parameterizations of meteorological processes such as boundary layer
fluxes, deep convection and clouds (Seaman, 2000), and knowledge of emissions. Resolution at
finer scales will likely be necessary to resolve smaller-scale features such as the urban heat
island; sea, bay, and land breezes; and the nocturnal low-level jet.

Currently, the most common approach to setting up the horizontal domain is to nest a finer
grid within a larger domain of coarser resolution. However, a number of other strategies are
currently being developed, such as the stretched grid (e.g., Fox-Rabinowitz et al., 2002) and the
adaptive grid. In a stretched grid, the grid’s resolution continuously varies throughout the
domain, thereby eliminating any potential problems with the sudden change from one resolution
to another at the boundary. One must be careful in using such a formulation, because certain
parameterizations that are valid on a relatively coarse grid scale (such as convection, for
example) are not valid or should not be present on finer scales. Adaptive grids are not set at the
start of the simulation, but instead adapt to the needs of the simulation as it evolves (e.g., Hansen
et al., 1994). They have the advantage that, if the algorithm is properly set up, the resolution is
always sufficient to resolve the process at hand. However, they can be very slow if the situation
to be modeled is complex. Additionally, if one uses adaptive grids for separate meteorological,
emissions, and photochemical models, there is no reason a priori why the resolution of each grid
should match; and the gains realized from increased resolution in one model will be wasted in
the transition to another model. The use of finer and finer horizontal resolution in the
photochemical model will necessitate finer-scale inventories of land use and better knowledge of

the exact paths of roads, locations of factories, and, in general, better methods for locating
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sources. The present practice of locating a source in the middle of a county or distributing its
emissions throughout a county if its location is unknown will likely not be adequate in the future.

The vertical resolution of these models continues to improve as more layers are added to
capture atmospheric processes and structures. This trend will likely continue because a model
with 25 vertical layers, for example, may have layers that are 500 m thick at the top of the
planetary boundary layer. Though the boundary layer height is generally determined through
other methods, the chemistry in the model is necessarily confined by such layering schemes.
Because the height of the boundary layer is of critical importance in simulations of air quality,
improved resolution of the boundary layer height would likely improve air quality simulations.
The difficulty of properly establishing the boundary layer height is most pronounced when
considering tropopause folding events, which are important in determining the chemistry of the
background atmosphere. In the vicinity of the tropopause, the vertical resolution of most any
large scale model is quite unlikely to be able to capture such a feature. Additionally, any current
model is likely to have trouble adequately resolving fine scale features such as the low-level jet.
Finally, models must be able to treat emissions, meteorology, and photochemistry differently in
different areas. Emissions models are likely to need better resolution near the surface and
possibly near any tall stacks. Photochemical models, on the other hand, may need better
resolution away from the surface and be more interested in resolving the planetary boundary
layer height, terrain differences, and other higher altitude features. Meteorological models share
some of the concerns of photochemical models, but are less likely to need sufficient resolution to
adequately treat a process such as dry deposition beneath a stable nocturnal boundary layer.
Whether the increased computational power necessary for such increases in resolution will be
ultimately justified by improved results in the meteorological and subsequent photochemical
simulations remains to be seen.

CTMs require time dependent, three-dimensional wind fields for the time period of
simulation. The winds may be either generated by a model using initial fields alone or four
dimensional data assimilation can be used to improve the model’s meteorological fields (i.e.,
model equations can be updated periodically [or “nudged”] to bring results into agreement with
observations). Most modeling efforts have focused on simulations of several days duration (a
typical time scale for individual O, episodes), but there have been several attempts at modeling

longer periods. For example, Kasibhatla and Chameides (2000) simulated a four month period
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from May to September of 1995 using MAQSIP. The current trend appears to be toward
simulating longer time periods. This will impose additional strains on computational resources,
as most photochemical modeling until recently has been performed with an eye toward
simulating only summertime episodes of peak O,. With the shift toward modeling an entire year
being driven by the desire to understand observations of periods of high wintertime PM (e.g.,
Blanchard et al., 2002), models will be further challenged to simulate air quality under
conditions for which they may not have been used previously.

Chemical kinetics mechanisms (a set of chemical reactions) representing the important
reactions that occur in the atmosphere are used in air quality models to estimate the net rate of
formation of each pollutant simulated as a function of time. Chemical mechanisms that
explicitly treat the chemical reactions of each individual reactive species are too lengthy and
demanding of computer resources to be incorporated into three-dimensional atmospheric models.
As an example, a master chemical mechanism includes approximately 10,500 reactions
involving 3603 chemical species (Derwent et al., 2001). Instead, “lumped” mechanisms, that
group compounds of similar chemistry together, are used. The chemical mechanisms used in
existing photochemical O, models contain significant uncertainties that may limit the accuracy
of their predictions; the accuracy of each of these mechanisms is also limited by missing
chemistry. Because of different approaches to the lumping of organic compounds into surrogate
groups, chemical mechanisms, can produce somewhat different results under similar conditions.
The CB-IV chemical mechanism (Gery et al., 1989), the RADM II mechanism (Stockwell et al.,
1990), the SAPRC (e.g., Wang et al., 2000a,b; Carter, 1990) and the RACM mechanisms can be
used in CMAQ. Jimenez et al. (2003) provide brief descriptions of the features of the main
mechanisms in use and they compared concentrations of several key species predicted by seven
chemical mechanisms in a box model simulation over 24 h. The average deviation from the
average of all mechanism predictions for O; and NO over the daylight period was less than 20%,
and 10% for NO, for all mechanisms. However, much larger deviations were found for HNO,,
PAN, HO,, H,0,, C,H, and C;H; (isoprene). An analysis for OH radicals was not presented.
The large deviations shown for most species imply differences between the calculated lifetimes
of atmospheric species and the assignment of model simulations to either NO, limited or radical
limited regimes between mechanisms. Gross and Stockwell (2003) found small differences

between mechanisms for clean conditions with differences becoming more significant for
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polluted conditions, especially for NO, and organic peroxy radicals. They caution modelers to
consider carefully the mechanisms they are using.

As CTMs incorporate more processes and knowledge of aerosol- and gas-phase chemistry
improves, a “one atmosphere” approach is evolving. For example, CMAQ and PM-CAMx now
incorporate some aerosol processes, and several attempts are currently underway to study
feedbacks of chemistry on atmospheric dynamics using meteorological models, usually MM5
(e.g., Grell et al., 2000; Liu et al., 2001a; Lu et al., 1997; Park et al., 2001). This coupling may
be necessary to accurately simulate cases such as the heavy aerosol loading found in forest fire
plumes (Lu et al., 1997; Park et al., 2001).

Spatial and temporal characterizations of anthropogenic and biogenic precursor emissions
must be specified as inputs to a CTM. Emissions inventories have been compiled on grids of
varying resolution for many hydrocarbons, aldehydes, ketones, CO, NH;, and NO,. Emissions
inventories for many species require the application of some algorithm for calculating the
dependence of emissions on physical variables such as temperature. For many species,
information concerning the temporal variability of emissions is lacking, so long term (e.g.,
annual or O;-season) averages are used in short term, episodic simulations. Annual emissions
estimates are often modified by the emissions model to produce emissions more characteristic of
the time of day and season. Significant errors in emissions can occur if an inappropriate time
dependence or a default profile is used. Additional complexity arises in model calculations
because different chemical mechanisms are based on different species, and inventories
constructed for use with another mechanism must be adjusted to reflect these differences. This
problem also complicates comparisons of the outputs of these models because one chemical
mechanism will necessarily produce species that are different from those in another and neither
output will necessarily agree with the measurements.

The effects of clouds on atmospheric chemistry are complex and introduce considerable
uncertainty into CTM calculations. Thunderstorm clouds are optically very thick and have
major effects on radiative fluxes and thus on photolysis rates. Madronich (1987) provided
modeling estimates of the effects of clouds of various optical depths on photolysis rates. In the
upper portion of a thunderstorm anvil, photolysis is likely to be enhanced (as much as a factor of
2 or more) due to multiple reflections off the ice crystals. In the lower portion of the cloud and

beneath the cloud, photolysis is substantially decreased. Thunderstorm updrafts, which contain
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copious amounts of water, are regions where efficient scavenging of soluble species occurs
(Balkanski et al., 1993). Direct field measurements of the amounts of specific trace gases
scavenged in observed storms are sparse. Pickering et al. (2001) used a combination of model
estimates of soluble species that did not include wet scavenging and observations of these
species from the upper tropospheric outflow region of a major line of convection observed near
Fiji. Over 90% of the nitric acid and hydrogen peroxide in the outflow air appeared to have been
removed by the storm. Walcek et al. (1990) included a parameterization of cloud-scale aqueous
chemistry, scavenging, and vertical mixing in the regional scale, chemistry-transport model of
Chang et al. (1987). The vertical distribution of cloud microphysical properties and the amount
of subcloud-layer air lifted to each cloud layer were determined using a simple entrainment
hypothesis (Walcek and Taylor, 1986). Vertically-integrated O, formation rates over the
northeastern United States were enhanced by ~50% when the in-cloud vertical motions were
included in the model.

In addition to wet deposition, dry deposition (the removal of chemical species from the
atmosphere by interaction with ground-level surfaces) is an important removal process for
pollutants on both urban and regional scales and must be included in CTMs. The general
approach used in most models is the three-resistance method, in which where dry deposition is
parameterized with a deposition velocity, which is represented as v, = (r, + 1, + 1) where r,, 1,,
and r, represent the resistance due to atmospheric turbulence, transport in the fluid sublayer very
near the elements of surface such as leaves or soil, and the resistance to uptake of the surface
itself. This approach works for a range of substances although it is inappropriate for species
with substantial emissions from the surface or for species whose deposition to the surface
depends on its concentration at the surface itself. The approach is also modified somewhat for
aerosols: the terms r, and r, are replaced with a surface deposition velocity to account for
gravitational settling. In their review, Wesley and Hicks (2000) point out several shortcomings
of current knowledge of dry deposition. Among those shortcomings are difficulties in
representing dry deposition over varying terrain where horizontal advection plays a significant
role in determining the magnitude of r, and difficulties in adequately determining a deposition
velocity for extremely stable conditions such as those occurring at night (e.g., Mahrt, 1998).
Under the best of conditions, when a model is exercised over a relatively small area where dry

deposition measurements have been made, models still commonly show uncertainties at least as
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large as = 30% (e.g., Massman et al., 1994; Brook et al., 1996; Padro, 1996). Wesley and
Hicks (2000) state that an important result of these comparisons is that the current level of
sophistication of most dry deposition models is relatively low and relies heavily on empirical
data. Still larger uncertainties exist when the surface features are not well known or when the
surface comprises a patchwork of different surface types, as is common in the eastern United
States.

The initial conditions, i.e., the concentration fields of all species computed by a model, and
the boundary conditions, i.e., the concentrations of species along the horizontal and upper
boundaries of the model domain throughout the simulation must be specified at the beginning of
the simulation. It would be best to specify initial and boundary conditions according to
observations. However, data for vertical profiles of most species of interest are sparse.
Ozonesonde data have been used to specify O, fields, but the initial and boundary values of
many other species are often set equal to zero because of a lack of observations. Further,
ozonesondes are thought to be subject to errors in measurement and differences arising from
improper corrections for pump efficiency and the solutions used (e.g., Hilsenrath et al., 1986;
Johnson et al., 2002). The results of model simulations over larger, preferably global, domains
can also be used. As may be expected, the influence of boundary conditions depends on the
lifetime of the species under consideration and the time scales for transport from the boundaries
to the interior of the model domain (Liu et al., 2001b).

Each of the model components described above has an associated uncertainty, and the
relative importance of these uncertainties varies with the modeling application. The largest
errors in photochemical modeling are still thought to arise from the meteorological and
emissions inputs to the model (Russell and Dennis, 2000). Within the model itself, horizontal
advection algorithms are still thought to be significant source of uncertainty (e.g., Chock and
Winkler, 1994) though more recently those errors are thought to have been reduced (e.g., Odman
et al., 1996). There are also indications that problems with mass conservation continue to be
present in photochemical and meteorological models (e.g., Odman and Russell, 1999); these can
result in significant simulation errors. Uncertainties in meteorological variables and emissions
can be large enough that they would lead one to make the wrong decision when considering
control strategies (e.g., Russell and Dennis, 2000; Sillman et al., 1995). The effects of errors in

initial conditions can be minimized by including several days “spin-up” time in a simulation to
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allow species to come to chemical equilibrium with each other before the simulation of the
period of interest begins.

While the effects of poorly specified boundary conditions propagate through the model’s
domain, the effects of these errors remain undetermined. Many regional models specify constant
O, profiles (e.g., 35 ppb) at their lateral and upper boundaries; ozonesonde data, however,
indicate that the mixing ratio of O, increases vertically in the troposphere (to over 100 ppb at the
tropopause) and into the stratosphere (e.g., Newchurch et al., 2003). The practice of using
constant O, profiles strongly reduces the potential effects of vertical mixing of O, from above
the planetary boundary layer (via mechanisms outlined in Section AX2.3) on surface O, levels.
The use of an O, climatology (e.g., Fortuin and Kelder, 1998) might reduce the errors that would
otherwise be incurred. Because many meteorological processes occur on spatial scales which
are smaller than the grid spacing (either horizontally or vertically) and thus are not calculated
explicitly, parameterizations of these processes must be used and these introduce additional
uncertainty.

Uncertainty also arises in modeling the chemistry of O, formation because it is highly
nonlinear with respect to NO, concentrations. Thus, the volume of the grid cell into which
emissions are injected is important because the nature of O, chemistry (i.e., O; production or
titration) depends in a complicated way on the concentrations of the precursors and the OH
radical. The use of ever-finer grid spacing allows regions of O, titration to be more clearly
separated from regions of O, production. The use of grid spacing fine enough to resolve the
chemistry in individual power-plant plumes is too demanding of computer resources for this to
be attempted in most simulations. Instead, parameterizations of the effects of subgrid scale
processes such as these must be developed; otherwise serious errors can result if emissions are
allowed to mix through an excessively large grid volume before the chemistry step in a model
calculation is performed. In light of the significant differences between atmospheric chemistry
taking place inside and outside of a power plant plume (e.g., Ryerson et al., 1998 and Sillman,
2000), inclusion of a separate, meteorological module for treating large, tight plumes is
necessary. Because the photochemistry of O, and many other atmospheric species is nonlinear,
emissions correctly modeled in a tight plume may be incorrectly modeled in a more dilute
plume. Fortunately, it appears that the chemical mechanism used to follow a plume’s

development need not be as detailed as that used to simulate the rest of the domain, as the
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inorganic reactions are the most important in the plume (e.g., Kumar and Russell, 1996). The
need to include explicitly plume-in-grid chemistry disappears if one uses the adaptive grid
approach mentioned previously, though such grids are more computationally intensive. The
differences in simulations are significant because they can lead to significant differences in the
calculated sensitivity of O; to its precursors (e.g., Sillman et al., 1995).

Because the chemical production and loss terms in the continuity equations for individual
species are coupled, the chemical calculations must be performed iteratively until calculated
concentrations converge to within some preset criterion. The number of iterations and the
convergence criteria chosen also can introduce error.

The importance of global transport of O and its contribution to regional O, levels in the
United States is slowly becoming apparent. There are presently on the order of 20
three-dimensional global models that have been developed by various groups to address
problems in tropospheric chemistry. These models resolve synoptic meteorology, O;-NO,-CO-
hydrocarbon photochemistry, wet and dry deposition, and parameterize sub-grid scale vertical
mixing such as convection. Global models have proven useful for testing and advancing
scientific understanding beyond what is possible with observations alone. For example, they can
calculate quantities of interest that we do not have the resources to measure directly, such as
export of pollution from one continent to the global atmosphere or the response of the
atmosphere to future perturbations to anthropogenic emissions.

The finest horizontal resolution at which global simulations are typically conducted is
~200 km? although rapid advances in computing power continuously change what calculations
are feasible. The next generation of models will consist of simulations that link multiple
horizontal resolutions from the global to the local scale. Finer resolution will only improve
scientific understanding to the extent that the governing processes are more accurately described
at that scale. Consequently there is a critical need for observations at the appropriate scales to
evaluate the scientific understanding represented by the models.

Observations of specific chemical species have been useful for testing transport schemes.
Radon-222 simulations in sixteen global models have been evaluated with observations to show
that vertical mixing is captured to within the constraints offered by the mean observed
concentrations (Jacob et al., 1997). Tracers such as cosmogenic 'Be and terrigenic *'°Pb have

been used to test and constrain model transport and wet deposition (e.g., Liu et al., 2001b).
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Other chemical species obtained from various platforms (surface measurements, aircraft,
satellites) are useful for evaluating the simulation of chemical and dynamical processing in
global models. For example, Emmons et al. (2000) compiled available measurements of
12 species relevant to O, photochemistry from a number of aircraft campaigns in different
regions of the world and used this data composite to evaluate two global models. They
concluded that one model (MOZART) suffered from weak convection and an underestimate of
nitrogen oxide emissions from biomass burning, while another model (IMAGES) transported too
much O, from the stratosphere to the troposphere (Emmons et al., 2000). The global coverage
available from satellite observations offers new information for testing models. Recent efforts
are using satellite observations to evaluate the emission inventories of O, precursors that are
included in global models; such observations should help to constrain the highly uncertain
natural emissions of isoprene and nitrogen oxides (e.g., Palmer et al., 2003; Martin et al., 2003).

A comparison of numerous global chemistry-transport models developed by groups around
the world was included in Section 4.4 of the recent report of the Intergovernmental Panel on
Climate Change (Prather and Ehhalt, 2001). In that report, monthly mean O, (O,) and carbon
monoxide (CO) simulated by the various models was evaluated with O, observations from global
ozonesonde stations at 700, 500, and 300 hPa and with surface CO measurements from
17 selected NOAA/CMDL sites. The relevant figures (Figures AX2-4-10 and AX2-4-11) are
reproduced here (as Figures AX2-19 for O, and AX2-20 for CO) along with the references in
their Table AX2-10 (as Table AX2-4). Overall, the models capture the general features of the O,
and CO seasonal cycles but meet with varying levels of success at matching the observed
concentrations and the amplitude of the observed seasonal cycle. For O,, the models show less
disagreement in the lower troposphere than in the upper troposphere, reflecting the difficulty of
representing the exchange between the stratosphere and troposphere and the loose constraints on
the net O, flux that are provided by observations.

An evaluation of five global models with data from the Measurement of Ozone and Water
Vapor by Airbus In-Service Aircraft (MOZAIC) project over New York City and Miami
indicates that the models tend to underestimate the summer maximum in the middle and lower
troposphere over northern mid-latitude cities such as New York City and to underestimate the
variability over coastal cities such as Miami which are strongly influenced by both polluted

continental and clean marine air masses (Law et al., 2000). Local maxima and minima are
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Seasonal variability in O, concentrations observed at a number of
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Figure AX2-20. Seasonal variability in O, concentrations observed at a number of
pressure surfaces at six ozonesonde sites and the predictions of 13 global
scale chemistry-transport models.

Source: IPCC Third Assessment Report (2001).

difficult to reproduce with global models because processes are averaged over an entire model

grid cell. Much of the spatial and temporal variability in surface O, over the United States is

modulated by synoptic meteorology (e.g., Logan, 1989; Eder et al., 1993; Vukovich, 1995, 1997;

Cooper and Moody, 2000) which is resolved in the current generation of global models.

For example, an empirical orthogonal function analysis on observed and simulated fields over
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Table AX2-4. Chemistry-Transport Models (CTM) Contributing to the Oxcomp
Evaluation of Predicting Tropospheric O, and OH (Prather and Ehhalt, 2001)

CT™™ Institute Contributing Authors References
GISS GISS Shindell/Grenfell Hansen et al. (1997)
HGEO Harvard U. Bey/Jacob Bey et al. (2001a)
HGIS Harvard U. Mickley/Jacob Mickley et al. (1999)
IASB [IAS/Belg. Miilller Miiller and Brasseur
(1995, 1999)
KNMI KNMI/Utrecht van Weele Jeuken et al. (1999),
Houweling et al. (2000)
MOZ1 NCAR/CNRS Hauglustaine/Brasseur Brasseur et al. (1998),
Hauglustaine et al. (1998)
MOZ2 NCAR Horowitz/Brasseur Brasseur et al. (1998),
Hauglustaine et al.(1998)
MPIC MPI/Chem Kuhlmann/Lawrence Crutzen et al. (1999),
Lawrence et al. (1999)
UCI UC Irvine Wild Hannegan et al. (1998),
Wild and Prather (2000)
UIO U. Oslo Berntsen Berntsen and Isaksen (1997),
Fuglestvedt et al. (1999)
Ul02 U. Oslo Sundet Sundet (1997)
UKMO UK Met Office Stevenson Collins et al. (1997),
Johnson et al. (1999)
ULAQ U. L. Aquila Pitari Pitari et al. (1997)
UCAM U. Cambridge Plantevin/Johnson Law et al. (1998, 2000)
(TOMCAT)

the eastern United States in summer has shown that a 2° x 2.5° horizontal resolution global

model (GEOS-CHEM) captures the synoptic-scale processes that control much of the observed

variability (Fiore et al., 2003). Further evaluation of the same model showed that it can also

capture many of the salient features of the observed distributions of O, as well as its precursors

in surface air over the United States in summer, including formaldehyde concentrations and
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correlations between O; and the oxidation products of nitrogen oxides (O;: NO,-NO,), all of
which indicate a reasonable photochemical simulation (Fiore et al., 2002).

A significant amount of progress in evaluating the performance of three-dimensional
global models with surface, aircraft, and satellite data has been made in recent years.
Disagreement among model simulations mainly stems from differences in the driving
meteorology and emissions. The largest discrepancies amongst models and between models and
observations occur in the upper troposphere and likely reflect uncertainties in exchange between
the stratosphere and troposphere and photochemical processes there; the models agree better
with observations closer to the surface. Synoptic-scale meteorology is resolved in these models,
enabling them to simulate much of the observed variability in pollutants in the lower

troposphere.

AX2.5.2 Emissions of Ozone Precursors

Estimated annual emissions of nitrogen oxides, VOCs, CO, and NH; for 1999 (U.S.
Environmental Protection Agency, 2001) are shown in Tables AX2-5, AX2-6, AX2-7, and
AX2-8. Methods for estimating emissions of criteria pollutants, quality assurance procedures
and examples of emissions calculated by using data are given in U.S. Environmental Protection
Agency (1999).

Emissions of nitrogen oxides associated with combustion arise from contributions from
both fuel nitrogen and atmospheric nitrogen. Sawyer et al. (2000) have reviewed the factors
associated with NO, emissions by mobile sources. Estimates of NO, emissions from mobile
sources are generally regarded as fairly reliable although further work is needed to clarify this
point (Sawyer et al., 2000). Both nitrifying and denitrifying bacteria in the soil can produce
NO,, mainly in the form of NO. Emission rates depend mainly on fertilization levels and soil
temperature. About 60% of the total NO, emitted by soils occurs in the central corn belt of the
United States. The oxidation of NH; emitted mainly by livestock and soils, leads to the
formation of NO. Estimates of emissions from natural sources are less certain than those from
anthropogenic sources.

Natural sources of oxides of nitrogen include lightning, oceans, and soil. Of these, as
reviewed in AQCD 96, only soil emissions appear to have the potential to impact surface O, over

the U.S. On a global scale, the contribution of soil emissions to the oxidized nitrogen budget is
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Table AX2-5. Emissions of Nitrogen Oxides by Various Sources in the
United States in 1999

Emissions'
Source (10" g/y) Notes
On-road vehicle exhaust 7.8 Gasoline (58%) and diesel (42%) vehicles.
Non-road vehicle exhaust 5 Diesel (49%) and gasoline (3%) vehicles; railroads (22%);

marine vessels (18%); other sources (8%).

Fossil fuel combustion 9.1 Electric utilities (57%); industry (31%); commercial,
institutional and residential combustion (12%).

Industrial Processes 0.76 Mineral products (43%); petrochemical products (17%);
chemical mfg. (16%); metal processing (11%); misc.
industries (12%).

Biomass burning 0.35 Residential wood burning (11%);
open burning (8%); wildfires (81%).

Waste disposal 0.053 Non-biomass incineration.
Natural sources’ 3.1 Lightning (50%); soils(50%).
Total 26

'Emissions are expressed in terms of NO,.
’Estimated on the basis of data given in Guenther et al. (2000).

Source: U.S. Environmental Protection Agency (2001).

on the order of 10% (van Aardenne et al., 2001; Finlayson-Pitts and Pitts, 2000; Seinfeld and
Pandis, 1998), but attempts to quantify emissions of NO, from fertilized fields show great
variability. Soil NO emissions can be estimated from the fraction of the applied fertilizer
nitrogen emitted as NO,, but the flux varies strongly with land use and temperature. The fraction
nitrogen. Estimated globally averaged fractional applied nitrogen loss as NO varies from 0.3%
(Skiba et al., 1997) to 2.5% (Yienger and Levy, 1995). Variability within biomes to which
fertilizer is applied, such as shortgrass versus tallgrass prairie, accounts for a factor of three in
uncertainty (Williams et al., 1992; Yienger and Levy, 1995; Davidson and Kingerlee, 1997).

The local contribution can be much greater than the global average, particularly in summer
especially where corn is grown extensively. Williams et al. (1992) estimated that contributions

from soils in Illinois contribute about 26% of the emissions from industrial and commercial
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Table AX2-6. Emissions of Volatile Organic Compounds by Various Sources in the
United States in 1999

Emissions
Source (10" gly) Notes
On-road vehicles 4.8 Exhaust and evaporative losses from gasoline (95%) and
diesel (5%) vehicles.
Non-road vehicles 2.9 Exhaust and evaporative losses from gasoline (80%) and
diesel (12%) vehicles; aircraft and other sources (8%).
Fossil fuel combustion 0.27 Electrical utilities; industrial, commercial, institutional,
and residential sources.
Chemical industrial 0.36 Mfg. of organic chemicals, polymers and resins, and misc.
processes products.
Petroleum industrial 0.39 Oil and gas production (64%); refining (36%).
processes
Other industrial 0.48 Metal processing (15%); wood processing (32%);
processes agricultural product processing (21%); misc.
processes (18%).
Solvent volatilization 4.4 Surface coatings (44%); other industrial uses (20%); non-
industrial uses (e.g., pesticide application, consumer
solvents) (36%).
Storage and transport 1.1 Evaporative losses from petroleum products and other
of volatile compounds organic compounds.
Biomass burning 1.2 Residential wood combustion (37%); open burning
(22%); agricultural burning (22%); wildfires (19%).
Waste disposal 0.53 Residential burning (63%); waste water (23%); landfills
(6%); non-biomass incineration (8%).
Biogenic sources' 4.4 Approximately 98% emitted by vegetation. (Isoprene
[35%], monoterpenes [25%], and all other reactive and
non-reactive compounds [40%)]).
Total 21

'Estimated on the basis of data given in Guenther et al. (2000).

Source: U.S. Environmental Protection Agency (2001).
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Table AX2-7. Emissions of Ammonia by Various Sources in the United States in 1999

Emissions

Source (10" g/y) Notes

Exhaust from on-road 0.25 Exhaust from on-road (96%) and non-road (4%) vehicles.

and non-road engines and

vehicles

Fossil fuel combustion 0.044 Combustion by electric utilities, industry, commerce,
institutions, residences.

Industry 0.18 Chemical manufacturing (67%); petroleum refining (9%);
other industries (25%).

Agriculture 3.9 Livestock (82%); fertilizer application (18%).

Waste disposal and 0.08 Wastewater treatment (99%).

recycling

Natural sources 0.032 Unmanaged soils; wild animals.

Total 4.5

Source: U.S. Environmental Protection Agency (2001).

processes in that State. In lowa, Kansas, Minnesota, Nebraska, and South Dakota soil emissions
may dominate. Conversion of ammonium to nitrate (nitrification) in aerobic soils appears to be
the dominant pathway to NO. The mass and chemical form of nitrogen (reduced or oxidized)
applied to soils, the vegetative cover, temperature, soil moisture, and agricultural practices such
as tillage all influence the amount of fertilizer nitrogen released as NO.

As pointed out in the previous AQCD for O,, emissions of NO from soils peak in summer
when O, formation is at a maximum. A recent NRC report outlined the role of agricultural in
emissions of air pollutants including NO and NH; (NRC, 2002). That report recommends
immediate implementation of best management practices to control these emissions, and further
research to quantify the magnitude of emissions and the impact of agriculture on air quality.
Civerolo and Dickerson (1998) report that use of the no-till cultivation technique on a fertilized
cornfield in Maryland reduced NO emissions by a factor of seven.

Annual global production of NO by lightning is the most uncertain source of reactive
nitrogen. In the last decade literature values of the production rate range from 2 to 20 Tg-N per

year. However, the most likely range is from 3 to 8 Tg-N per year, because the majority of the
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Table AX2-8. Emissions of Carbon Monoxide by Various Sources in the
United States in 1999

Emissions

Source (10" g/y) Notes

On-road vehicle exhaust 50 Gasoline-fueled light-duty cars (54%) and trucks (32%),
heavy-duty trucks (9%); diesel vehicles (5%);
motorcycles (0.4%).

Non-road engines and 25 Gasoline-fueled (lawn and garden [44%], light

vehicle exhaust commercial [17%], recreational [14%], logging [4%],

industry and construction [6%, other [1%]); diesel-fueled
(5%); aircraft (4%); other (5%).

Fossil fuel combustion 2 Electric utilities (22%); industry (58%); commercial,
institutional and residential combustion (20%).

Industrial Processes 3.7 Metal processing (45%); chemical mfg. (29%);
petrochemical production; (10%); mineral products (5%);
wood products (10%); misc. industries (1%).

Biomass burning 16 Residential wood burning (21%); open burning (21%);
agricultural burning (41%); wildfires (17%).

Waste disposal 0.42 Non-biomass incineration.

Other 0.19 Structural fires (45%); storage and transport (38%);
misc. sources (17%).

Biogenic emissions' 4.7+ Primary emissions from vegetation and soils;
secondary formation (?).

Total 102+

'"Estimated on the basis of data given in Guenther et al. (2000).

Source: U.S. Environmental Protection Agency (2001).

recent estimates fall in this range. The large uncertainty stems from several factors: (1) a large
range of NO production rates per flash (as much as two orders of magnitude); (2) the open
question of whether cloud-to-ground (CG) flashes and intracloud flashes (IC) produce
substantially different amounts of NO; (3) the global flash rate; and (4) the ratio of the number of
IC flashes to the number of CG flashes. Estimates of the amount of NO produced per flash have
been made based on theoretical considerations (e.g., Price et al., 1997), laboratory experiments

(e.g., Wang et al., 1998a); field experiments (e.g., Stith et al., 1999; Huntrieser et al., 2002), and
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through a combination of cloud-resolving model simulations, observed lightning flash rates, and
anvil measurements of NO (e.g., DeCaria et al., 2000). The latter method was also used by
Pickering et al. (1998), who showed that only ~5% to 20% of the total NO production by
lightning in a given storms exists in the boundary layer at the end of a thunderstorm. Therefore,
the direct contribution to boundary layer O, production by lightning NO is thought to be small.
However, lightning NO production can contribute substantially to O; production in the middle
and upper troposphere. DeCaria et al. (2000) estimated that up to 7 ppbv of O, were produced in
the upper troposphere in the first 24 hours following a Colorado thunderstorm due to the
injection of lightning NO. A major uncertainty in mesoscale and global chemical transport
models is the parameterization of lightning flash rates. Model variables such as cloud top height,
convective precipitation rate, and upward cloud mass flux have been used to estimate flash rates.
Allen and Pickering (2002) have evaluated these methods against observed flash rates from
satellite, and examined the effects on O, production using each method.

Literally tens of thousands of organic compounds have been identified in plant tissues.
However, most of these compounds either have sufficiently low volatility or are constrained so
that they are not emitted in significant quantities. Less than 40 compounds have been identified
by Guenther et al. (2000) as being emitted in large enough quantities to affect atmospheric
composition. These compounds include terpenoid compounds (isoprene, 2-methyl-3-buten-2-ol,
monoterpenes), compounds in the hexanal family, alkenes, aldehydes, organic acids, alcohols,
ketones and alkanes. As can be seen from Table AX2-6, the major species emitted by plants are
isoprene (35%), 19 other terpenoid compounds (25%) and 17 non-terpenoid compounds (40%)
(Guenther et al., 2000). Of the latter, methanol contributes 12% of total emissions.

Because isoprene has been identified as the most abundant of biogenic VOCs (Guenther
et al., 1995, 2000; Geron et al., 1994), it has been the focus of air quality model analyses in
many published studies (Roselle, 1994; Sillman et al., 1995). The original Biogenic Emission
Inventory System (BEIS) of Pierce and Waldruff (1991) used a branch-level isoprene emission
factor of 14.7 pg (g-foliar dry mass) ' h™' for high isoprene emitting species (e.g., oaks, or North
American Quercus species). When considering self-shading of foliage within branch enclosures,
this is roughly equivalent to a leaf level emission rate of 20 to 30 pg-C (g-foliar dry mass) ' h™'!
(Guenther at al, 1995). Geron et al (1994) reviewed studies between 1990 and 1994 and found
that a much higher leaf-level rate of 70 pg-C (g-foliar dry mass) ' h™' + 50% was more realistic,
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and this rate was used in BEIS2 for high isoprene emitting tree species. BEIS3 (Guenther et al.,
2000) applied similar emission factors at tree species levels (Geron et al 2000a, 2001) and more
recent canopy environment models to estimate isoprene fluxes.

The results from several studies of isoprene emission measurements made at leaf, branch,
tree, forest stand, and landscape levels have been used to test the accuracy of BEIS2 and BEIS3.
These comparisons are documented in Geron et al. (1997) and Guenther et al. (2000). The
results of these studies support the higher emission factors used in BEIS2 and BEIS3. Typically,
leaf emission factors (normalized to standard conditions of PAR = 1000 pmol m 2 and leaf
temperature of 30 °C) measured at the top of tree canopies equal or exceed those used in
BEIS2/3, while those in more shaded portions of the canopy tend to be lower than those assumed
in the models, likely due to differences in developmental environments of leaves within the
canopy (Monson et al., 1994; Sharkey et al., 1996; Harley et al., 1996; Geron et al., 2000b).
Uncertainty in isoprene emissions due to variability in forest composition and leaf area remain in
BVOC emission models and inventories. Seasonality and moisture stress also impact isoprene
emission, but algorithms to simulate these effects are currently fairly crude (Guenther et al,
2000). The bulk of biogenic emissions occur during the summer, because of their dependence
on temperature and incident sunlight. Biogenic emissions are also higher in southern states than
in northern states for these reasons. The uncertainty associated with natural emissions ranges
from about 50% for isoprene under midday summer conditions to about a factor of ten for other
compounds (Guenther et al., 2000). In assessing the relative importance of these compounds, it
should be borne in mind that the oxidation of many of the classes of compounds result in the
formation of secondary organic aerosol and that many of the intermediate products may be
sufficiently long lived to affect O, formation in areas far removed from where they were emitted.
The oxidation of isoprene can also contribute about 10% of the source of CO (U.S.
Environmental Protection Agency, 2000). Direct emissions of CO by vegetation is of much
smaller importance. Soil microbes both emit and take up atmospheric CO, however, soil
microbial activity appears to represent a net sink for CO.

Emissions from biomass burning depend strongly on the stage of combustion. Smoldering
combustion, especially involving forest ecosystems favors the production of CH,, NMHC and
CO at the expense of CO,, whereas active combustion produces more CO, relative to the other

compounds mentioned above. Typical emissions ratios (defined as moles of compound per
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moles of emitted CO, expressed as a percentage) range from 6 to 14% for CO, 0.6 to 1.6% for
CH,, and 0.3 to 1.1% for NMHCs (Andreae, 1991). Most NMHC emissions are due to

emissions of lighter compounds, containing 2 or 3 carbon atoms.

AX2.5.3 Observationally-Based Models

As an alternative to chemistry-transport models, observationally-based methods (OBMs),
which seek to infer O,-precursor relations by relying more heavily on ambient measurements,
can be used. Observationally-based methods are intuitively attractive because they provide an
estimate of the O;-precursor relationship based directly on observations of the precursors. These
methods rely on observations as much as possible to avoid many of the uncertainties associated
with chemistry/transport models (e.g., emission inventories and meteorological processes).
However, these methods have large uncertainties with regards to photochemistry. As originally
conceived, the observation-based approaches were intended to provide an alternative method for
evaluating critical issues associated with urban O, formation. The proposed OBMs include
calculations driven by ambient measurements (Chameides et al., 1992; Cardelino et al., 1995)
and proposed “rules of thumb” that seek to show whether O, is primarily sensitive to NO, or to
VOC concentrations (Sillman, 1995; Chang et al., 1997; Tonnesen and Dennis, 2000a,b;
Blanchard et al., 1999; Blanchard, 2000). These methods are controversial when used as
“stand-alone” rules, because significant uncertainties and possible errors have been identified for
all the methods (Chameides et al., 1988, Lu and Chang, 1998, Sillman and He, 2002; Blanchard
and Stoeckenius, 2001). Methods such as these are most promising for use in combination with
chemistry/transport models principally for evaluating the accuracy of model predictions.

Recent results (Tonnesen and Dennis, 2000a; Kleinman et al., 1997; 2000, 2001;
Kleinman, 2000) suggest that ambient VOC and NO, data can be used to identify the
instantaneous production rate for O, and how the production rate varies with concentrations of
NO, and VOCs. The instantaneous production rate for O, is only one of the factors that affect
the total O, concentration, because O, concentrations result from photochemistry and transport
over time periods ranging from several hours to several days in regional pollution events. Ozone
concentrations can be affected by distant emissions and by photochemical conditions at upwind
locations, rather than instantaneous production at the site. Despite this limitation, significant

information can be obtained by interpreting ambient NO, and VOC measurements. Kleinman
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et al. (1997, 2000, 2001) and Tonnesen and Dennis (2000a) both derived simple expressions that
relate the NO,-VOC sensitivity of instantaneous O, production to ambient VOC and NO,. These
expressions usually involve summed VOC weighted by reactivity.

Cardelino et al. (1995, 2000) developed a method that seeks to identify O;-NO,-VOC
sensitivity based on ambient NO, and VOC data. Their method involves an area-wide sum of
instantaneous production rates over an ensemble of measurement sites, which serve to represent
the photochemical conditions associated with O, production in metropolitan areas. Their
method, which relies on routine monitoring methods, is especially useful because it permits

evaluation for a full season rather than just for individual episodes.

AX2.5.4 Chemistry-Transport Model Evaluation

The comparison of model predictions with ambient measurements represents a critical task
for establishing the accuracy of photochemical models and evaluating their ability to serve as the
basis for making effective control strategy decisions. The evaluation of a model’s performance,
or its adequacy to perform the tasks for which it was designed can only be conducted within the
context of measurement errors and artifacts. Not only are there analytical problems, but there
are also problems in assessing the representativeness of monitors at ground level for comparison
with model values which represent typically an average over the volume of a grid box.

Chemistry-transport models for O, formation at the urban/regional scale have traditionally
been evaluated based on their ability to correctly simulate O;. A series of performance statistics
that measure the success of individual model simulations to represent the observed distribution
of ambient O, as represented by a network of surface measurements were recommended in U.S.
Environmental Protection Agency (1991; see also Russell and Dennis, 2000). These statistics

consist of the following:

* Unpaired peak O, within a metropolitan region (typically for a single day).
* Normalized bias equal to the summed difference between model and measured hourly
concentrations divided by the sum of measured hourly concentrations.

¢ Normalized gross error, equal to the summed unsigned (absolute value) difference
between model and measured hourly concentrations divided by the sum of measured
hourly concentrations.
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The following performance criteria for regulatory models were recommended in U.S.
Environmental Protection Agency (1991): unpaired peak O, to within +15% or £20%;
normalized bias within £5% to £15%; and normalized gross error less than 30% to 35%, but
only when O, >60 ppb. This can lead to difficulties in evaluating model performance since
nighttime and diurnal cycles are ignored. A major problem with this method of model
evaluation is that it does not provide any information about the accuracy of O,-precursor
relations predicted by the model. The process of O, formation is sufficiently complex that
models can predict O, correctly without necessarily representing the O, formation process
properly. If the O, formation process is incorrect, then the modeled source-receptor relations
will also be incorrect.

Studies by Sillman et al. (1995, 2003), Reynolds et al. (1996) and Pierce et al. (1998) have
identified instances in which different model scenarios can be created with very different
O,-precursor sensitivity, but without significant differences in the predicted O, fields.

Figures AX2-21a,b provide an example. Referring to the O,-NO,-VOC isopleth plot
(Figure AX2-22), it can be seen that similar O, concentrations can be found for photochemical

conditions that have very different sensitivity to NO, and VOCs.
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Global-scale chemistry-transport models have generally been evaluated by comparison
with measurements for a wide array of species, rather than just for O, (e.g., Wang et al., 1998b;
Emmons et al., 2000; Bey et al., 2001b; Hess, 2001; Fiore et al., 2002). These have included
evaluation of major primary species (NO,, CO, and selected VOCs) and an array of secondary
species (HNO;, PAN, H,0,) that are often formed concurrently with O;. Models for
urban/regional O, have also been evaluated against a broader ensemble of measurements in a
few cases, often associated with measurement intensives (e.g., Jacobson et al., 1996, Lu et al.,
1997; Sillman et al., 1998). The results of a comparison between observed and computed
concentrations from Jacobson et al. (1996) for the Los Angeles Basin are shown in
Figures AX2-23a,b.

The highest concentrations of primary species usually occur in close proximity to emission
sources (typically in urban centers) and at times when dispersion rates are low. The diurnal
cycle includes high concentrations at night, with maxima during the morning rush hour, and low
concentrations during the afternoon (Figure AX2-23a). The afternoon minima are driven by the
much greater rate of vertical mixing at that time. Primary species also show a seasonal
maximum during winter, and are often high during fog episodes in winter when vertical mixing ,
is suppressed. By contrast, secondary species such as O are typically highest during the
afternoon (the time of greatest photochemical activity), on sunny days and during summer.
During these conditions concentrations of primary species may be relatively low. Strong
correlations between primary and secondary species are generally observed only in downwind
rural areas where all anthropogenic species are high simultaneously. The difference in the
diurnal cycles of primary species (CO, NO, and ethane)and secondary species (O,, PAN and
HCHO) is evident in Figure AX2-23b.

Models for urban/regional O, have been evaluated less extensively than global-scale
models in part because the urban/regional context presents a number of difficult challenges.
Global-scale models typically represent continental-scale events and can be evaluated effectively
against a sparse network of measurements. By contrast, urban/regional models are critically
dependent on the accuracy of local emission inventories and event-specific meteorology, and

must be evaluated separately for each urban area that is represented.
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Figure AX2-21a,b. Impact of model uncertainty on control strategy predictions for O,
for two days (August 10[a] and 11[b], 1992) in Atlanta, GA. The
figures show the predicted reduction in peak O, resulting from 35%
reductions in anthropogenic VOC emissions (crosses) and from 35%
reductions in NO, (solid circles) in a series of model scenarios with
varying base case emissions, wind fields, and mixed layer heights.

Source: Results are plotted from tabulated values published in Sillman et al. (1995, 1997).
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Figure AX2-22. Ozone isopleths (ppb) as a function of the average emission rate for
NO, and VOC (10" molec. cm™* s™') in zero dimensional box model
calculations. The isopleths (solid lines) represent conditions during
the afternoon following 3-day calculations with a constant emission
rate, at the hour corresponding to maximum O,. The ridge line
(shown by solid circles) lies in the transition from NO_-saturated to
NO,-limited conditions.

The evaluation of urban/regional models is also limited by the availability of data.
Measured NO, and speciated VOC concentrations are widely available through the EPA PAMs
network, but questions have been raised about the accuracy of those measurements and the data
have not yet been analyzed thoroughly. Evaluation of urban/regional models versus
measurements has generally relied on results from a limited number of field studies in the United
States. Short term research-grade measurements for species relevant to O, formation, including

VOCs, NO,, PAN, nitric acid (HNO;) and hydrogen peroxide (H,0,) are also widely available at
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Figure AX2-23a. Time series for measured gas-phase species in comparison with
results from a photochemical model. The dashed lines represent
measurements, and solid lines represent model predictions (in parts per
million, ppmv) for August 26-28, 1988 at sites in southern California.
The horizontal axis represents hours past midnight, August 25. Results
represent O, and NO, at Reseda and CO at Riverside.

Source: Jacobson et al. (1996).
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Figure AX2-23b. Time series for measured gas-phase species in comparison with results
from a photochemical model. The circles represent measurements, and
solid lines represent model predictions (in parts per million, ppmv) for
August 26 — 28, 1988 at sites in southern California. The horizontal axis
represents hours past midnight, August 25. Results represent ethane
and formaldehyde at Claremont, and PAN at Los Angeles.

Source: Jacobson et al. (1996).
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rural and remote sites (e.g., Daum et al., 1990, 1996; Martin et al., 1997; Young et al., 1997;
Thompson et al., 2000; Hoell et al., 1996, 1997; Fehsenfeld et al., 1996a; Emmons et al., 2000;
Hess, 2001; Carroll et al., 2001). The equivalent measurements are available for some polluted
rural sites in the eastern United States but only at a few urban locations (Meagher et al., 1998;
Hiibler et al., 1998; Kleinman et al., 2000, 2001; Fast et al., 2002; new SCAQS-need reference).
Extensive measurements have also been made in Vancouver (Steyn et al., 1997) and in several
European cities (Staffelbach et al., 1997; Prévot et al., 1997, Dommen et al., 1999; Geyer et al.,
2001; Thielman et al., 2001; Martilli et al., 2002; Vautard et al., 2002).

The results of straightforward comparisons between observed and predicted concentrations
of O, can be misleading because of compensating errors, although this possibility is diminished
when a number of species are compared. Ideally, each of the main modules of a chemistry-
transport model system (for example, the meteorological model and the chemistry and radiative
transfer routines) should be evaluated separately. However, this is rarely done in practice.

To better indicate how well physical and chemical processes are being represented in the model,
comparisons of relations between concentrations measured in the field and concentrations
predicted by the model can be made. These comparisons could involve ratios and correlations
between species. For example, correlation coefficients could be calculated between primary
species as a means of evaluating the accuracy of emission inventories; or between secondary
species as a means of evaluating the treatment of photochemistry in the model. In addition,
spatial relations involving individual species (correlations, gradients) can also be used as a
means of evaluating the accuracy of transport parameterizations. Sillman and He (2002)
examined differences in correlation patterns between O, and NO, in Los Angeles, CA, Nashville,
TN and various sites in the rural United States. Model calculations (Figure AX2-24) show
differences in correlation patterns associated with differences in the sensitivity of O, to NO,
and VOCs. Primarily NO,-sensitive ( NO,-limited) areas in models show a strong correlation
between O, and NO, with a relatively steep slope, while primarily VOC-sensitive (NO,-
saturated) areas in models show lower O, for a given NO, and a lower O;-NO, slope. They
found that differences found in measured data ensembles were matched by predictions from
chemical transport models. Measurements in rural areas in the eastern U.S. show differences in

the pattern of correlations for O, versus NO, between summer and autumn (Jacob et al., 1995;
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Hirsch et al., 1996), corresponding to the transition from NO,-limited to NO,-saturated patterns,

a feature which is also matched by chemistry-transport models.

The difference in correlations between secondary species in NO,-limited to NO,-saturated

environments can also be used to evaluate the accuracy of model predictions in individual

applications. Figures AX2-25a and AX2-25b show results for two different model scenarios for

Atlanta. As shown in the figures, the first model scenario predicts an urban plume with high

NO, and O, formation apparently suppressed by high NO,. Measurements show much lower
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NO, in the Atlanta plume. This error was especially significant because the model locations
with high NO, were not sensitive to NO,, while locations with lower NO, were primarily
sensitive to NO,. The second model scenario (with primarily NO,-sensitive conditions) shows
much better agreement with measured values. Figure AX2-26a,b shows model-measurement
comparisons for secondary species in Nashville, showing better agreement with measured
conditions. Greater confidence in the predictions made by chemistry-transport models will be
gained by the application of techniques such as these on a more routine basis.

The ability of chemical mechanisms to calculate the concentrations of free radicals under
atmospheric conditions was tested in the Berlin Ozone Experiment, BERLIOZ (Volz-Thomas
et al., 2003) during July and early August at a site located about 50 km NW of Berlin. (This
location was chosen as O, episodes in central Europe are often associated with SE winds.)
Concentrations of major compounds such as O,, hydrocarbons, etc., were fixed at observed
values. In this regard, the protocol used in this evaluation is an example of an observationally
based method. Figure AX2-27 compares the concentrations of RO, (organic peroxy), HO,
(hydroperoxy) and OH (hydroxyl) radicals predicted by RACM (regional air chemistry
mechanism; Stockwell et al., 1997) and MCM (master chemical mechanism; Jenkin et al, 1997
with updates) with observations made by the laser induced fluorescence (LIF) technique and by
matrix isolation ESR spectroscopy (MIESR). Also shown are the production rates of O,
calculated using radical concentrations predicted by the mechanisms and those obtained by
measurements, and measurements of NO, concentrations. As can be seen, there is good
agreement between measurements of organic peroxy, hydroperoxy and hydroxyl radicals with
values predicted by both mechanisms at high concentrations of NO, (>10 ppb). However, at
lower NO, concentrations, both mechanisms substantially overestimate OH concentrations and
moderately overestimate HO, concentrations. Agreement between models and measurements is
generally better for organic peroxy radicals, although the MCM appears to overestimate their
concentrations somewhat. In general, the mechanisms reproduced the HO, to OH and RO, to
OH ratios better than the individual measurements. The production of O, was found to increase
linearly with NO (for NO <0.3 ppb) and to decrease with NO (for NO >0.5 ppb).

OH and HO, concentrations measured during the PM, ; Technology Assessment and
Characterization Study conducted at Queens College in New York City in the summer of 2001
were also compared with those predicted by RACM (Ren et al., 2003). The ratio of observed to
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predicted HO, concentrations over a diurnal cycle was 1.24 and the ratio of observed to
predicted OH concentrations was about 1.10 during the day, but the mechanism significantly

underestimated OH concentrations during the night.

AX2.5.4.1 Evaluation of Emissions Inventories

Comparisons of emissions model predictions with observations have been performed in a
number of environments. A number of studies of ratios of concentrations of CO to NO, and
NMOC to NO, during the early 1990s in tunnels and ambient air (summarized in Air Quality
Criteria for Carbon Monoxide [U.S. Environmental Protection Agency, 2000]) indicated that
emissions of CO and NMOC were systematically underestimated in emissions inventories.
However, the results of more recent studies have been mixed in this regard, with many studies
showing agreement to within = 50% (U.S. Environmental Protection Agency, 2000).
Improvements in many areas have resulted from the process of emissions model development,
evaluation, and further refinement. It should be remembered that the conclusions from these
reconciliation studies depend on the assumption that NO, emissions are predicted correctly by
emissions factor models. Road side remote sensing data indicate that over 50% of NMHC and
CO emissions are produced by less than about 10% of the vehicles (Stedman et al., 1991). These
“super-emitters” are typically poorly maintained vehicles. Vehicles of any age engaged in off-
cycle operations (e.g., rapid accelerations) emit much more than if operated in normal driving
modes. Bishop and Stedman (1996) found that the most important variables governing CO
emissions are fleet age and owner maintenance.

Emissions inventories for North America can be evaluated with comparisons to measured
long-term trends and or ratios of pollutants in ambient air. A decadal field study of ambient CO
at a rural cite in the Eastern U.S. (Hallock-Waters et al., 1999) indicates a downward trend
consistent with the downward trend in estimated emissions over the period 1988 to 1999 (U.S.
Environmental Protection Agency, 1997), even when a global downward trend is accounted for.
Measurements at two urban areas in the United States confirmed the decrease in CO emissions
(Parrish et al., 2002). That study also indicated that the ratio of CO to NO, emissions decreased
by almost a factor of three over 12 yr (such a downward trend was noted in AQCD 96).
Emissions estimates (U.S. Environmental Protection Agency, 1997) indicate a much smaller

decrease in this ratio, suggesting that NO, emissions from mobile sources may be
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underestimated and/or increasing. The authors conclude that O, photochemistry in U.S. urban
areas may have become more NO,-limited over the past decade.

Pokharel et al. (2002) employed remotely-sensed emissions from on-road vehicles and fuel
use data to estimate emissions in Denver. Their calculations indicate a continual decrease in CO,
HC, and NO emissions from mobile sources over the 6 yr study period. Inventories based on the
ambient data were 30 to 70% lower for CO, 40% higher for HC, and 40 to 80% lower for NO
than those predicted by the recent MOBILE6 model.

Stehr et al. (2000) reported simultaneous measurements of CO, SO, and NO, at an East
Coast site. By taking advantage of the nature of mobile sources (they emit NO, and CO but little
S0O,) and power plants (they emit NO, and SO, but little CO), the authors evaluated emissions
estimates for the eastern United States. Results indicated that coal combustion contributes 25 to
35% of the total NO, emissions in agreement with emissions inventories (U.S. Environmental
Protection Agency, 1997).

Parrish et al. (1998) and Parrish and Fehsenfeld (2000) proposed methods to derive
emission rates by examining measured ambient ratios among individual VOC, NO, and NO,..
There is typically a strong correlation among measured values for these species (e.g., Figure
AX2-14) because emission sources are geographically collocated, even when individual sources
are different. Correlations can be used to derive emissions ratios between species, including
adjustments for the impact of photochemical aging. Investigations of this type include
correlations between CO and NO, (e.g., Parrish et al., 1991), between individual VOC species
and NO, (Goldan et al., 1995, 1997, 2000) and between various individual VOC (Goldan et al.,
1995, 1997; McKeen and Liu, 1993; McKeen et al., 1996). Buhr et al. (1992) derived emission
estimates from principal component analysis (PCA) and other statistical methods. Many of these
studies are summarized in Trainer et al. (2000), Parrish et al. (1998), and Parrish and Fehsenfeld
(2000). Goldstein and Schade (2000) also used species correlations to identify the relative
impacts of anthropogenic and biogenic emissions. Chang et al. (1996, 1997) and
Mendoza-Dominguez and Russell (2000, 2001) used the more formal techniques of inverse
modeling to derive emission rates, in conjunction with results from chemistry-transport models.
Another concern regarding the use of emissions inventories is that emissions from all significant

sources have been included. This may not always be the case. As an example, hydrocarbon
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seeps from offshore oil fields may represent a significant source of reactive organic compounds

in near by coastal areas (Quigley et al., 1999).

AX2.5.4.2 Availability and Accuracy of Ambient Measurements

The use of methods such as observationally based methods or source apportionment
models, either as stand-alone methods or as a basis for evaluating chemistry/transport models,
is often limited by the availability and accuracy of measurements. Measured speciated VOC and
NO, are widely available in the United States through the PAMS network. However, challenges
have been raised about both the accuracy of the measurements and their applicability.

Parrish et al. (1998) and Parrish and Fehsenfeld (2000) developed a series of quality
assurance tests for speciated VOC measurements. Essentially these tests used ratios among
individual VOC with common emission sources to identify whether the variations in species
ratios were consistent with the relative photochemical lifetimes of individual species. These
tests were based on a number of assumptions: the ratio between ambient concentrations of
long-lived species should show relatively little variation among measurements affected by a
common emissions sources; and the ratio between ambient concentrations of long-lived and
short-lived species should vary in a way that reflects photochemical aging at sites more different
from source regions. Parrish et al. used these expectations to establish criteria for rejecting
apparent errors in measurements. They found that the ratios among alkenes at many PAMS sites
did not show variations that would be expected due to photochemical aging.

The PAMs network currently includes measured NO and NO,. However, Cardelino and
Chameides (2000) reported that measured NO during the afternoon was frequently at or below
the detection limit of the instruments (1 ppb), even in large metropolitan regions (Washington,
DC; Houston, TX; New York, NY). NO, measurements are made with commercial
chemilluminescent detectors with molybdenum converters. However these measurements
typically include some organic nitrates in addition to NO,, and cannot be interpreted as a “pure”
NO, measurement (see summary in Parrish and Fehsenfeld, 2000).

Total reactive nitrogen (NO,) is included in the PAMS network only at a few sites. The
possible expansion of PAMS to include more widespread NO, measurements has been suggested
(McClenny, 2000). A major issue concerning measured NO, is the possibility that HNO,,

a major component of NO,, is sometimes lost in inlet tubes and not measured (Luke et al., 1998;
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Parrish and Fehsenfeld, 2000). This problem is especially critical if measured NO, is used to
identify NO,-limited versus NO,-saturated conditions. The correlation between O; and NO,
differs for NO,-limited versus NO,-saturated locations, but this difference is driven primarily by
differences in the ratio of O; to HNO;. If HNO; were omitted from the NO, measurements, than

the measurements would represent a biased estimate and their use would be problematic.

AX2.6 TECHNIQUES FOR MEASURING OZONE AND ITS
PRECURSORS

AX2.6.1 Sampling and Analysis of Ozone

Numerous techniques have been developed for sampling and measurement of O, in the
ambient atmosphere at ground level. As noted above, sparse surface networks tend to
underestimate maximum O, concentrations. Today, monitoring is conducted almost exclusively
with UV absorption spectrometry with commercial short path (0.15 to 0.3 m) instruments, a
method that has been thoroughly evaluated in clean air. The ultimate reference method is a
relatively long-path (3 m path length) UV absorption instrument maintained under carefully
controlled conditions at NIST (e.g., Fried and Hodgeson, 1982). Episodic measurements are
made with a variety of other techniques based on the principles of chemiluminescence,
electrochemistry, DOAS, and LIDAR. The rationale, history, and calibration of O,
measurements were summarized in AQCD 96, so this section will focus on the current state of
ambient O, measurement, tests for artifacts, and on new developments.

Several reports in the reviewed scientific literature have investigated interferences in O,
detection via UV radiation absorption. Kleindienst et al. (1993) investigated the effects of water
vapor and VOCs on instruments based on both UV absorption and chemiluminescence. They
concluded that water vapor had no significant impact on UV absorption-based instruments, but
could cause a positive interference of up to 9% in chemiluminescence-based detectors at high
humidities (dew point of 24 C). In smog chamber studies, aromatic compounds and their
oxidation products were found to generate a positive but small interference in the UV absorption
instruments. Kleindienst et al. concluded that “when the results are scaled back to ambient
concentrations of toluene and NO,, the effect appears to be very minor (ca. 3 percent under the

study conditions).” Arshinov et al. (2002) reported a positive interference in UV absorption
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instruments from ambient particles at high concentrations, but this interference is eliminated by
use of particle filters less subject to absorption/adsorption artifacts such as used in the
NAMS/SLAMS network along with replacement of these filters to avoid artifacts associated
with particle loading on the filters. The possibility for substantive interferences in O, detection
exists, but such interferences have not been observed even in urban plumes. Ryerson et al.
(1998) measured O, with UV absorption and chemiluminescence instruments operated off a
common inlet on the NOAA WP-3 research aircraft. As reported by Parrish and Fehsenfeld
(2000) “Through five field missions over four years, excellent correlations were found between
the measurements of the two instruments, although the chemiluminescence instrument was
systematically low (5%) throughout some flights. The data sets include many passes through the
Nashville urban plume. There was never any indication (<1%) that the UV instrument measured
systematically higher in the urban plume.” The same group tested the air of Houston, El Paso,
Nashville, Los Angeles, San Francisco, and the East Coast. They observed only one instance of
substantive positive interference defined as the UV absorption technique showing more than a
few ppb more than the CL. This occurred in Laporte, TX under heavily polluted conditions and
a low inversion, at night (Jobson et al., 2004).

Leston et al. (2005) reported positive and negative interferences in UV absorption
techniques for measuring O, (relative to the CL technique) in Mexico City and in a smog
chamber study. They suggested that O, measured in ambient air could be too high by 20 to
40 ppb under specific conditions due to positive interference by a number of organic compounds,
mainly those produced during the oxidation of aromatic hydrocarbons and some primary
compounds such as styrene and naphthalene. However, the concentrations of these compounds
were many times higher in both of these environments than are typically found at ambient air
monitoring sites in the United States. Although Hg is also potentially a strong interfering agent,
because the Hg resonance line is used in this technique, its concentration would also have to be
many times higher than is typically found in ambient air, e.g., as might be found in power plant
plumes. Thus, it seems unlikely that such interferences would amount to more than one or two
ppb (within the design specifications of the FEM), except under conditions conducive to
producing high concentrations of the substances they identified as causing interference. These

conditions might be found next to a plant producing styrene, for example. Leston et al. (2005)
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also noted that the use of alternative materials in the scrubber could alleviate many potential
problems under these conditions.

Ozone can also be detected by differential optical absorption spectroscopy (DOAS) at a
variety of wavelengths in the UV and visible parts of the spectrum. Prior comparisons of DOAS
results to those from a UV absorption instrument showed good agreement, on the order of 10%
(Stevens et al., 1993). Reisinger (2000) reported a positive interference due to an unidentified
absorber in the 279 to 289 nm spectral region used by many commercial short-path DOAS
systems for the measurement of O,. Results of that study suggest that effluent from wood
burning, used for domestic heating, may be responsible. Vandaele et al. (2002) reported good
agreement with other methods in the detection of O, (and SO,) over the course of several years
in Brussels. While the DOAS method remains attractive due to its sensitivity and speed of
response further intercomparisons and interference tests are recommended.

Electrochemical methods are commonly employed where sensor weight is a problem, such
as in balloon borne sondes, and these techniques have been investigated for ambient monitoring.
Recent developments include changes in the electrodes and electrolyte solution (Knake and
Hauser, 2002) and selective removal of O, for a chemical zero (Penrose et al., 1995).
Interferences from other oxidants such as NO, and HONO remain potential problems and further
comparisons with UV absorption are necessary. Because of potential interferences from water
vapor (ASTM, 2003a,b), all instruments should be either calibrated and zeroed with air humidity
near ambient or demonstrated to be insensitive to humidity.

Change in the vibration frequency of a piezoelectric quartz crystal has been investigated as
a means of detecting O,. Ozone reacts with polybutadiene coated onto the surface of a crystal,
and the resulting change in mass is detected as a frequency change (Black et al., 2000). While
this sensor has advantages of reduced cost power consumption and weight, it is lacks the lifetime

and absolute accuracy for ambient monitoring.

AX2.6.2 Sampling and Analysis of Nitrogen Oxides

Reactive nitrogen is generally released as NO but quickly converted in ambient air to NO,
and back again, thus these two species are often referred to together as NO, (NO + NO,). The
photochemical interconversion of NO and NO, leads to O, formation. Because NO, is a health

hazard at sufficiently high concentrations, it is itself a criteria pollutant. In EPA documents,
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emissions of NO, are expressed in units of mass of NO, per unit time, i.e., the total mass of NO,
that would be emitted if all the NO were converted to NO,. Ambient air monitors have been
required to demonstrate compliance with the standard for NO, and thus have focused on
measuring this gas or determining an upper limit for its concentration.

NO, can be oxidized to species such as nitrous acid (HNO,), nitric acid (HNO,), aerosol
nitrate (NO, ), and organo-nitrates such as alkyl nitrates (RONO,) and peroxy acetyl nitrate,
PAN, (CH,;C(O)O,NO,). The sum of these species (explicitly excluding N,, N,O, and reduced N
such as NH; and HCN) is called NO,. Nitrates play important roles in acid rain, and nutrient
cycling including over nitrification of surface ecosystems and in the formation of fine particulate
matter, but are generally inactive photochemically. Some studies refer specifically to the
oxidized or processed NO, species, NO,-NO,, as NO, because this quantity is related to the
degree of photochemical aging in the atmosphere. Several NO, species such as PAN and HONO
can be readily photolyzed or thermally dissociated to NO or NO, and thus act as reservoirs for
NO,. This discussion focuses on current methods and on promising new technologies, but no
attempt is made here to cover the extensive development of these methods or of methods such as
wet chemical techniques, no longer in widespread use. More detailed discussions of the histories

of these methods may be found elsewhere (U.S. Environmental Protection Agency, 1993, 1996).

AX2.6.2.1 Calibration Standards

Calibration gas standards of NO, in nitrogen (certified at concentrations of approximately
5 to 40 ppm) are obtainable from the Standard Reference Material (SRM) Program of the
National Institute of Standards and Technology (NIST), formerly the National Bureau of
Standards (NBS), in Gaithersburg, MD. These SRMs are supplied as compressed gas mixtures
at about 135 bar (1900 psi) in high-pressure aluminum cylinders containing 800 L of gas at
standard temperature and pressure, dry (STPD; National Bureau of Standards, 1975; Guenther
et al., 1996). Each cylinder is supplied with a certificate stating concentration and uncertainty.
The concentrations are certified to be accurate to =1 percent relative to the stated values.
Because of the resources required for their certification, SRMs are not intended for use as daily
working standards, but rather as primary standards against which transfer standards can be

calibrated.
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Transfer stand-alone calibration gas standards of NO in N, (in the concentrations indicated
above) are obtainable from specialty gas companies. Information as to whether a company
supplies such mixtures is obtainable from the company, or from the SRM Program of NIST.
These NIST Traceable Reference Materials (NTRMs) are purchased directly from industry and
are supplied as compressed gas mixtures at approximately 135 bars (1,900 psi) in high-pressure
aluminum cylinders containing 4,000 L of gas at STPD. Each cylinder is supplied with a
certificate stating concentration and uncertainty. The concentrations are certified to be accurate
to within £1 percent of the stated values (Guenther et al., 1996). Additional details can be found
in the previous AQCD for O, (U.S. Environmental Protection Agency, 1996).

AX2.6.2.2 Measurement of Nitric Oxide
Gas-Phase Chemiluminescence (CL) Methods

Nitric oxide, NO, can be measured reliably using the principle of gas-phase
chemiluminescence induced by the reaction of NO with O, at low pressure. Modern commercial
NO, analyzers have sufficient sensitivity and specificity for adequate measurement in urban and
many rural locations (U.S. Environmental Protection Agency, 1996). The physics of the method,
detection limits, interferences, and comparisons under field comparisons have been thoroughly
reviewed in the previous AQCD. Research grade CL instruments have been compared under
realistic field conditions to spectroscopic instruments, and the results indicate that both methods
are reliable (at concentrations relevant to smog studies) to better than 15 percent with 95 percent
confidence. Response times are on the order of 1 minute. For measurements meaningful for
understanding O, formation, emissions modeling, and N deposition, special care must be taken
to frequently zero and calibrate the instrument. A chemical zero, by reacting the NO up stream
and out of view of the PMT, is preferred because it accounts for unsaturated hydrocarbon or
other interferences. Calibration should be performed with NIST-traceable reference material of
compressed NO in N,. Standard additions of NO at the inlet will account for NO loss or
conversion to NO, in the lines. In summary CL methods, when operated in an appropriate

manner, can be suitable for measuring or monitoring NO (e.g., Crosley, 1996).
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Spectroscopic Methods for Nitric Oxide

Nitric oxide has also been successfully measured in ambient air with direct spectroscopic
methods; these include two-photon laser-induced fluorescence (TPLIF), tunable diode laser
absorption spectroscopy (TDLAS), and two-tone frequency-modulated spectroscopy (TTFMS).
These were reviewed thoroughly in the previous AQCD and will be only briefly summarized
here. The spectroscopic methods demonstrate excellent sensitivity and selectivity for NO with
detection limits on the order of 10 ppt for integration times of 1 min. Spectroscopic methods
compare well with the CL method for NO in controlled laboratory air, ambient air, and heavily
polluted air (e.g., Walega et al., 1984; Gregory et al., 1990; Kireev et al., 1999). These
spectroscopic methods remain in the research arena due to their complexity, size, and cost, but
are essential for demonstrating that CL methods are reliable for monitoring NO concentrations
involved in O, formation—from 100’s of ppb to around 20 ppt.

Atmospheric pressure laser ionization followed by mass spectroscopy has also been
reported for detection of NO and NO,. Garnica et al. (2000) describe a technique involving
selective excitation at one wavelength followed by ionization at a second wavelength. They
report good selectivity and detection limits well below 1 ppb. The practicality of the instrument

for ambient monitoring has yet to be demonstrated.

AX2.6.2.3 Measurements of Nitrogen Dioxide
Gas-Phase Chemiluminescence Methods

Since the previous AQCD, photolytic reduction followed by CL has been improved and the
method of laser-induced fluorescence has been developed. Ryerson et al. (2000) developed a
photolytic converter based on a Hg lamp with increased radiant intensity in the region of peak
NO, photolysis (350 to 400 nm) and producing conversion efficiencies of 70% or more in less
than 1 s. Because the converter produces little radiation at wavelengths less than 350 nm,
interferences from HNO, and PAN are minimal.

Alternative methods to photolytic reduction followed by CL are desirable to test the
reliability of this widely used technique. In any detector based on conversion to another species
interferences can be a problem. Several atmospheric species, PAN and HO,NO, for example,

dissociate to NO, at higher temperatures.
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Laser induced fluorescence for NO, detection involves excitation of atmospheric NO, with
laser light emitted at wavelengths too long to induce photolysis. The resulting excited molecules
relax in a photoemissive mode and the fluorescing photons are counted. Because collisions
would rapidly quench electronically excited NO,, the reactions are conducted at low pressure
(Cohen, 1999; Thornton et al., 2000; Day et al., 2002). For example Cleary et al. (2002)
describe field tests of a system that uses continuous, supersonic expansion followed by
excitation at 640 nm with a commercial cw external-cavity tunable diode laser. Sensitivity is
adequate for measurements in most continental environments (145 ppt in 1 min) and no
interferences have been identified.

Matsumi et al. (2001) describe a comparison of laser-induced fluorescence with a
photofragmentation chemiluminescence instrument. The laser-induced fluorescence system
involves excitation at 440 nm with a multiple laser system. They report sensitivity of 30 ppt in
10 s and good agreement between the two methods under laboratory conditions at mixing ratios
up to 1.0 ppb. This high-sensitivity laser-induced fluorescence system has yet to undergo long-
term field tests.

NO, can be detected by differential optical absorption spectroscopy (DOAS) in an open,
long-path system (Kim and Kim, 2001). Vandaele et al. (2002) reported that the DOAS
technique measured higher NO, concentrations than were reported by other techniques in a
three-year study conducted in Brussels. Harder et al. (1997b) conducted an experiment in rural
Colorado involving simultaneous measurements of NO, with DOAS and photolysis followed by
chemiluminescence. The found differences of as much as 110% in clean air from the west, but
for NO, mixing ratios in excess of 300 ppt, the two methods agreed to better than 10%. Stutz
and Platt (1996) report less uncertainty.

AX2.6.2.4 Monitoring for NO, Compliance Versus Monitoring for Ozone Formation
Observations of NO, have been focused on demonstrating compliance with the NAAQS for
NO,. Today, few locations violate that standard, but NO, and related NO, compounds remain
among the most important atmospheric trace gases to measure and understand. Commercial
instruments for NO/NO, detection are generally constructed with an internal converter for
reduction of NO, to NO, and generate a signal referred to as NO,. These converters, generally

constructed of molybdenum oxides (MoOx), reduce not only NO, but also most other NO,
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species (Fehsenfeld et al., 1987; Crosley, 1996; Nunnermacker et al., 1998). Thus the NO,
signal is more accurately referred to as NO,. Unfortunately with an internal converter, the
instruments may not give a faithful indication of NO, either — reactive species such as HNO;
will adhere to the walls of the inlet system. Most recently, commercial vendors such as Thermo
Environmental (Franklin, MA) have offered NO/NO, detectors with external Mo converters.

If such instruments are calibrated through the inlet with a reactive nitrogen species such as
propyl nitrate, they should give accurate measurements of total NO,, suitable for evaluation of
photochemical models. States should be encouraged to make these NO, measurements where

ever possible.

AX2.6.3 Measurements of Nitric Acid Vapor, HNO,

Accurate measurement of nitric acid vapor, HNO;, has presented a long-standing analytical
challenge to the atmospheric chemistry community. In this context, it is useful to consider the
major factors that control HNO; partitioning between the gas and deliquesced-particulate phases

in ambient air. In equation form,

Ky K,
HNO;, < [HNO;, ] < [H*]+[NO;57] (AX2-52)

where K, is the Henry’s Law constant in M atm-1 and Ka is the acid dissociation constant in M.

Thus, the primary controls on HNO; phase partitioning are its thermodynamic properties
(K, K,, and associated temperature corrections), aerosol liquid water content (LWC), solution
pH, and kinetics. Aerosol LWC and pH are controlled by the relative mix of different acids and
bases in the system, hygroscopic properties of condensed compounds, and meteorological
conditions (RH, temperature, and pressure). It is evident from relationship XX that, in the
presence of chemically distinct aerosols of varying acidities (e.g., super-um predominantly sea
salt and sub-pm predominantly S aerosol), HNO, will partition preferentially with the less-acidic
particles, which is consistent with observations (e.g., Huebert et al., 1996; Keene and Savoie,
1998; Keene et al., 2002). Kinetics are controlled by atmospheric concentrations of HNO; vapor
and particulate NO; ™ and the size distribution and corresponding atmospheric lifetimes of

particles against deposition. Sub-um-diameter aerosols typically equilibrate with the gas phase

AX2-154



in seconds to minutes while super-um aerosols require hours to a day or more (e.g., Meng and
Seinfeld, 1996; Erickson et al., 1999). Consequently, smaller aerosol size fractions are typically
close to thermodynamic equilibrium with respect to HNO, whereas larger size fractions (for
which atmospheric lifetimes against deposition range from hours to a few days) are often
undersaturated (e.g., Erickson et al., 1999; Keene and Savioe, 1998).

Many sampling techniques for HNO; (e.g., standard filterpack and mist-chamber samplers)
employ upstream prefilters to remove particulate species from sample air. However, when
chemically distinct aerosols with different pHs (e.g., sea salt and S aerosols) mix together on a
bulk filter, the acidity of the bulk mixture will be greater than that of the less acidic aerosols with
which most NO; is associated. This change in pH may cause the bulk mix to be supersaturated
with respect to HNO; leading to volatilization and, thus, positive measurement bias in HNO,
sampled downstream. Alternatively, when undersaturated super-um size fractions (e.g., sea salt)
accumulate on a bulk filter and chemically interacts over time with HNO; in the sample air
stream, scavenging may lead to negative bias in HNO, sampled downsteam. Because the
magnitude of both effects will vary as functions of the overall composition and thermodynamic
state of the multiphase system, the combined influence can cause net positive or net negative
measurement bias in resulting data. Pressure drops across particle filters can also lead to artifact
volatilization and associated positive bias in HNO; measured downstream.

Widely used methods for measuring HNO, include standard filterpacks configured with
nylon or alkaline-impregnated filters (e.g., Goldan et al., 1983; Bardwell et al., 1990;
respectively) and standard mist chambers (Talbot et al., 1990). Samples are typically analyzed
by ion chromatography. Intercomparisons of these measurement techniques (e.g., Hering et al.,
1988; Tanner et al., 1989; Talbot et al., 1990) report differences of a factor of two or more.

More recently, sensitive HNO, measurements based on the principle of Chemical
Ionization Mass Spectroscopy (CIMS) have been reported (e.g., Huey et al., 1998; Mauldin
et al., 1998; Furutani and Akimoto, 2002; Neuman et al., 2002). CIMS relies on selective
formation of ions such as SiF;"HNO, or HSO,-HNO, followed by detection via mass
spectroscopy. Two CIMS techniques and a filter pack technique were intercompared in Boulder,
CO (Fehsenfeld et al., 1998). Results indicated excellent agreement (within 15%) between the
two CIMS instruments and between the CIMS and filterpack methods under relatively clean

conditions with HNO; mixing ratios between 50 and 400 pptv. In more polluted air, the
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filterpack technique generally yielded higher values than the CIMS suggesting that interactions
between chemically distinct particles on bulk filters is a more important source of bias in
polluted continental air. Differences were also greater at lower temperature when particulate

NO;  corresponded to relatively greater fractions of total NO; .

AX2.6.4 Sampling and Analysis of Volatile Organic Compounds

Hydrocarbons can be measured with gas chromatography followed by flame ionization
detection (GC-FID). Detection by mass spectroscopy is sometimes used to confirm species
identified by retention time (Westberg and Zimmerman, 1993; Dewulf and Van Langenhove,
1997). Preconcentration is typically required for less abundant species. Details are available in
AQCD 9%6.

Because of their variety, nonmethane hydrocarbons pose special analytical problems,
and several laboratory and field studies have recently addresses the uncertainty of VOC
measurements. An intercomparison conducted with 16 components among 28 laboratories,
showed agreement on the order of 10s of percents (Apel et al., 1994). In a more recent
intercomparison (Apel et al., 1999) 36 investigators from around the world were asked to
identify and quantify C, to C,, hydrocarbons (HCs) in a mixture in synthetic air. Calibration was
based on gas standards of individual compounds, such as propane in air, and a 16-compound
mixture of C, to C,; —alkanes, all prepared by NIST and certified to = 3 percent. The
top-performing laboratories, including several in the United States, identified all the compounds
correctly, and obtained agreement of generally better than 20 percent for the 60 compounds.
Intercomparison of NMHCs in ambient air has only recently been reported by a European group
of 12 — 14 laboratories (Slemr et al., 2002). Some compounds gave several groups difficulties,
including isobutene, butadiene, methyl pentanes, and trimethyl benzenes. These

intercomparisons illustrated the need for reliable, multicomponent calibration standards.

AX2.6.4.1 Polar Volatile Organic Compounds

Many of the more reactive oxygen- and nitrogen-containing organic compounds play a role
in O, formation and are included among the list of 189 hazardous air pollutants specified in the
1990 CAAA (U.S. Congress, 1990). These compounds are emitted directly from a variety of

sources including biogenic processes, biomass burning, industry, vehicles, and consumer
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products. Some can also be formed in the atmosphere by photochemical oxidation of
hydrocarbons. Although these compounds have been referred to collectively as PVOC:s, their
reactivity and water solubility, rather than just polarity, make sampling and measurement
challenging. As indicated in the earlier AQCD, few ambient data exist for these species, but that
database has grown. The previous AQCD discusses two analytical methods for
PVOCs—cryogenic trapping techniques similar to those used for the nonpolar hydrocarbon
species, and adsorbent material for sample preconcentration. Here we discuss recently
developed methods.

Several techniques for sampling, preconcentrating and detecting oxygenated volatile
organic compounds were inter-compared during the 1995 Southern Oxidants Study Nashville
Intensive (Apel et al., 1998). Both chemical traps and derivatization followed by HPLC and
preconcentration and gas chromatography followed by mass spectrometric of flame ionization
were investigated. Both laboratory and field tests were conducted for formaldehyde,
acetaldehyde, acetone, and propanal. Substantial differences were observed indicating that
reliable sampling and measurement of PVOCs remains an analytical challenge and high research
priority.

Chemical ionization-mass spectroscopy, such as proton-transfer-reaction mass
spectroscopy (PTR-MS) can also be used for fast-response measurement of volatile organic
compounds including acetonitrile (CH,CN), methanol (CH,OH), acetone (CH,COCH,),
acetaldehyde (CH;CHO), benzene (C¢H,) and toluene (C;H;CH,) (e.g., Hansel et al., 1995a,b;
Lindinger et al., 1998; Leibrock and Huey, 2000; Warneke et al., 2001). The method relies on
gas phase proton transfer reactions between H;O" primary ions and volatile trace gases with a
proton affinity higher than that of water. Into a flow drift tube continuously flushed with
ambient air, H;O" ions (from a hollow cathode ion source) are injected. On collisions between
H,O" ions and organic molecules protons H" are transferred thus charging the reagent. Both
primary and product ions are analyzed in a quadrupole mass spectrometer and detected by a
secondary electron multiplier/pulse counting system. The instrument has been successfully
employed in several field campaigns and compared to other techniques including gas
chromatography and Atmospheric Pressure Chemical Ionization Mass Spectrometer (AP-CIMS)
(Crutzen et al., 2000; Sprung et al., 2001). Sufficient sensitivity was observed for urban and

rural measurements; no interferences were discovered, although care must be exercised to avoid
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sampling losses. Commercial instruments are becoming available, but their price still precludes

widespread monitoring.
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