4.0	data base and data validation

One of the objectives of this study is to acquire a data base of ambient PM10 concentrations, source profiles, and meteorological measurement data with specified precision, accuracy, and validity.  Numerous air quality studies have been conducted over the past decade, but the data obtained are often not available or applicable for source assessment because the data bases lack documentation with regard to sampling and analysis methods, quality control/quality assurance procedures, accuracy specifications, precision calculations, and data validity.  Lioy et al. (1980),� XE “Lioy et al. (1980),” � Chow and Watson (1989),� XE “Chow and Watson (1989),” � and Watson and Chow (1992)� XE “Watson and Chow (1992)” � summarize the requirements, limitations, and current availability of ambient and source data bases in the United States.  The Imperial Valley/Mexicali PM10 Study aerosol and meteorological data base attempts to meet these requirements.  The data base files for this study have the following attributes:

They contain the ambient and source observables needed to assess source/receptor relationships;

They are available in a well-documented, computerized form accessible by personal computers;

Measurement methods, locations, and schedules are documented;

Quality control and quality audits are documented;

Precision and accuracy estimates are reported;

Validation flags are assigned; and

Feedback from data base users has been solicited and incorporated into the data files

	Documentation files include project and data description files, a site description file, and site maps.   Data files include base site PM10 mass and chemical concentrations, satellite site PM10 mass and chemical concentrations, supplemental aerosol data from other networks, source profiles acquired in this and other studies, hourly gas measurements from other networks, and hourly meteorological measurements acquired in this study and other networks.



This section introduces the features, data structures, and contents of the Imperial Valley/Mexicali PM10 Study data archive.  The approach that was followed to obtain the final data files is illustrated in Figure 4-1.  Detailed data processing and data validation procedures are documented in Sections 4.3 and 4.4.  These data are available on floppy diskettes for convenient distribution to data base users.  Detailed file structures are presented in Appendix A and are referred to below as Tables A-1 through A-16.  The file extension identifies the file type according to the following definitions:



	TXT=ASCII text file

	DOC=Microsoft Word 6 document

	XLS=Microsoft EXCEL 4.0 spreadsheet file

	DBF=Xbase (i.e. Dbase, Foxpro) data base file

	FPT=Foxpro memo field file

	GSM=Mapviewer map file

	ZIP=File or set of files compressed with PKZIP.  Decompress with PKUNZIP.



4.1	Project Documentation Files

Five files contain project documentation for this study:

File “README.DOC” presents a brief overview of the scope of the project and the study objectives.  It also specifies, in tabular form, the ambient  PM10 and meteorological measurement periods as well as their locations.  Additionally, this file defines the directory structure, files structures,  and lists the data base files with brief descriptions of the data contained in each file.

File “IVSITE.DBF” documents the site names, addresses, UTM coordinates, characteristics of the aerosol sampling locations, and the observables collected at each site.  The structure of the file IVSITE.DBF is shown in Table A-1.

File “IVSITES.GSM” contains the map of the study area in a MAPVIEWER software package.  Sites are located on this map at a scale of 1:456,192.

File “IVFLDNAM.DBF” provides the field descriptions, naming conventions, and measurement units utilized in the FoxPro-generated data base files.  The structure of this file is shown in Table A-2.

File “IVSOURCE.DOC” explains the source profile identification codes.



4.2	Data Base Structures and Features

FoxPro for Windows 2.5 (Fox Software, Inc., 1991),� XE “(Fox Software, Inc., 1991),” � is a commercially-available relational data base management system that can be used to manipulate the data acquired in this study.  FoxPro can handle 256 fields of up to 4,000 characters per record and up to one billion records per file.  This system can be implemented on most IBM PC-compatible desktop computers.  The data base files (�ADVANCE \D 3.60�*�ADVANCE \U 3.60�.DBF) can also be read directly into a variety of popular statistical, plotting, data base, and spreadsheet programs without having to use any specific conversion software.



Each file structure was established by defining the fields for data to be stored.  One of five field types, character, date, numerical, logical, or memo, can be assigned to each observable.  Sampling sites and particle size fractions are defined as “Character” fields, sampling dates are defined as “Date” fields, and measured data are defined as “Numeric” fields.  “Logical” fields are used to represent a “yes” or “no” value applied to a variable, and “Memo” fields accommodate large blocks of textual information and can be used to document the data validation results.



Data contained in different XBase files can be linked by indexing on and relating to common attributes in each file.  Sampling site, sampling hour, sampling period, particle size, and sampling substrate IDs are, in general, the common fields among various data files which can be used to relate data in one file to the corresponding data in another file.



To assemble the final data files, information was merged from many data sets derived from field monitoring and laboratory analyses by relating information on the common fields cited above.  Detailed explanations and programming techniques for manipulation of this data base in FoxPro are presented by Christensen et al. (1989).� XE “Christensen et al. (1989).” �



4.2.1	Data Base Description

Table 4-1 summarizes the validated data files that constitute the Imperial Valley/Mexicali aerosol and meteorological data base.  Tables A-3 through A-15 identify the number of records, file dates, missing value codes, and data precisions for the source and ambient data.  The field sequence, field name, data type and format, and description of each field name are also documented.  Documentation for the FoxPro field descriptions, naming conventions, and measurement units used in the ambient PM10 and the meteorological data bases is given in the file “IVFLDNAM.DBF” (Table A-2).  Tables A-16 through A-20 are field and laboratory validation flags for particle and hourly data.



The data base structures and their definitions for ambient and source filter-based measurements are contained in the data documentation files entitled “AMBSTRU.DOC” and “SRCSTRU.DOC,” respectively.  Data base structures for the meteorological data are documented in “METSTRU.DOC.”  These documentation files are updated when changes are made in the data base.  Users should review the current documentation on the set of disks containing the data base since this documentation may differ from the tables presented in Appendix A.



4.2.2	Ambient Data Base

A prefix “AMB” is assigned to the primary Imperial Valley/Mexicali particulate data files.  The particulate data files are classified at a second level that is dependent upon the instrumentation used to collect the sample.  Separated from the “AMB” prefix with an underscore, two additional identification naming conventions are used to indicate the type of instrument used to collect the data.  These conventions are:  1) SFS to represent a sequential filter sampler, and  2) POR to represent a portable battery-powered PM10 survey sampler.  Each observable is identified by a field name which follows a pattern for that type of observable.  For example, in the ambient particle concentration file, the first two characters represent the/ measurement species (e.g., AL for aluminum, SI for silicon, CA for calcium), the third character designates the analysis method (i.e., “X” for x-ray fluorescence analysis, “I” for ion chromatography, “T” for thermal/optical carbon analysis, “A” for atomic absorption spectrophotometry, “C” for automated colorimetry, “G” for gravimetric weighing, “D” for optical densitometry), and the last character uses a “C” to identify a species concentration or a “U” to identify the uncertainty (i.e., precision) of the corresponding measurement.  Each measurement method is associated with a separate validation field to document the sample validity for that method.  These flags, as well as the comments, are recorded in a validation flags summary that accompanies each record.



Table 4-2 summarizes the ambient 6-hour and 24-hour PM10 measurements acquired for this study.  Three files are included in the mass and chemical concentration data bases:

Twenty-four-hour (0001 to 2400 PST) ambient PM10 mass, light absorption, and chemical speciation are in the file ”AMB_SFS1.DBF.”

Diurnal (0001 to 0700, 0701 to 1200, 1201 to 1700, 1701 to 2400 PST) PM10 mass, light absorption, and chemical speciation are in the file “AMB_SFS2.DBF.”

Twenty-four-hour (0001 to 2400 PST) PM10 mass, light absorption, and chemical speciation are in the file “AMB_POR1.DBF.”

File “AMB_SFS1.DBF” contains data from daily 24-hour samples on the U.S. EPA sixth-day sampling schedule for PM10 mass and chemical concentrations and their propagated uncertainties collected with SFS between 03/07/92 and 08/29/93 for the base site at the Grant Fire Station (i.e., Calexico) and between 03/11/92 and 08/29/93 for the SEDESOL (i.e., Mexicali) site.  In addition to every-sixth-day monitoring, a mini-intensive was conducted between 12/21/92 and 01/07/93 with daily sampling at the Calexico and Mexicali base sites.  The data base structure of this file is described in Table A-3.



File “AMB_SFS2.DBF” contains the six-hour diurnal PM10 mass and chemical concentrations and their propagated uncertainties collected with the SFS at the two base sites during the three intensive monitoring periods of summer (08/21/92 to 08/27/92), winter (12/11/92 to 12/20/92), and fall (05/13/93 to 05/19/93), with the data base structure documented in Table A-4.  The corresponding 24-hour PM10 concentrations calculated from the 24 days of diurnal sampling conducted during the three intensive periods are included in file “AMB_SFS1.DBF.”



File “AMB_POR1.DBF” contains the daily 24-hour samples on the U.S. EPA every-sixth-day sampling schedule of PM10 mass and chemical concentrations and their propagated uncertainties collected with the portable PM10 survey samplers located at the Grant Fire Station (i.e., Calexico) site between 03/07/92 and 08/29/93 and the SEDESOL (i.e., Mexicali) site between 03/11/92 and 08/29/93.  File “AMB_POR2.DBF” contains the 24-hour samples of PM10 mass and chemical concentrations and their propagated uncertainties collected with the portable PM10 survey sampler at the Calexico and Mexicali base sites and at the 20 to 30 satellite sites during the three intensive sampling periods.  The data base structures of these two files are described in Table A-5.  If a daily 24-hour sample collected at the two base sites during an intensive period fell on the same day as the U.S. EPA every-sixth-day sampling schedule, it was recorded in both “AMB_POR1.DBF” and “AMB_POR2.DBF” data base files.



Mass, light absorption (babs), and comprehensive chemical analyses for 40 elements from sodium (Na) to uranium (U), chloride (Cl-), nitrate (NO3-), sulfate (SO4=), ammonium (NH4+), soluble sodium (Na+), soluble potassium (K+), organic carbon (OC), and elemental carbon (EC), were performed on each of the PM10 SFS samples.  Mass, particle absorption, and elements were measured on each PM10 portable sample taken at the 30 satellite sites that corresponded with the three intensive sampling periods.



4.2.3	Source Data Base



Table 4-3 summarizes the source profiles described in Section 3, as well those profiles extracted from other source apportionment studies.  The source profiles and the data from which they were derived are contained in the “IVALLSOR.DBF,” “IVSORPCT.DBF,” “IVSORFRC.DBF,” and “IVSORCMB.DBF” files  The file “IVALLSOR.DBF” contains the percent of PM10 mass and the uncertainty associated with each source measurement for the elements (Na to U), carbon (OC and EC), and ions (Cl-, NO3+, SO4=, NH4+, Na+, and K+) for each of the individual source samples and the composite source profiles listed in Table 4-3.  This file includes all the source samples acquired for this study.  The structure of this data base file is shown in Table A-6 of Appendix A of this report.



As discussed in Section 3, it is often appropriate to combine individual source profiles to create a profile which is representative of a more general source of PM10.  For example, geologic samples with similar soil types or land use from various locations were composited to form an integrated sample.  The file “IVSORPCT.DBF” is similar to “IVALLSOR.DBF,” but it contains the source profile library (i.e., composite source profiles and specific single source profile) acquired for this study.  The rationale for the construction of a composite profile or the necessity of maintaining single source measurement profiles for their use in source apportionment modeling is discussed in Section 3.  The data base structure for “IVSORPCT.DBF” is identical to “IVALLSOR.DBF,” which is shown in Table A-7.



The data base file “IVSORFRC.DBF” was constructed from “IVSORPCT.DBF.”  It contains the same source profile information, except that fractional quantities instead of percent mass is presented.  This format is required as input into the chemical mass balance (CMB) model.  The data base structure for “IVSORFRC.DBF” is shown in Table A-8.



In addition to these source profile data bases, the file “IVSORCMB.DBF” was constructed that combines all the information in “IVSORFRC.DBF” with source profiles for potential source types within the study area that were not sampled during the study.  Table 4-3 summarizes the source profile descriptions that are contained in the file “IVSORCMB.DBF.”  The data base structure of “IVSORCMB.DBF” is shown in Table A-9 of Appendix A of this report.  The source profile characterization measurements in “IVSORCMB.DBF” are presented as fractional mass which is the required format for input to the CMB model.



4.2.4	Meteorological Data Base

Table 4-4 lists the meteorological network, monitoring periods, sampling frequency, and filenames for each station’s meteorological observation data.  Hourly meteorological data were acquired from Imperial County Air Pollution Agencies (ICAPCD), California Irrigation Management Information System (CIMIS), and the Bureau of Land Management (BLM) networks.  File “IVMET.DBF” contains hourly meteorological data from all 14 stations in these networks.  Data for each station are contained in files that are identified by a site name identification code followed by the standard form of “MET.DBF.”  For example, “CALDMET.DBF” contains the hourly meteorological data for the Grant Fire Station site, which is denoted by the prefix code “CALD.”



The data base file “METVAL.DBF” contains validation flags resulting from a computerized screening of the data that includes identification of: 1) values  less than a lower test limit,  2) values larger than an upper test limit,  3) differences between two successive values that exceed a jump limit test value, and  4) differences between a value and a static limit test value for a specified number of prior readings.  The structure of this file is shown in Table A-16.



4.2.5	Supplemental PM10 Data Base

In addition to the PM10 and meteorological data bases described above, supplemental aerosol data were acquired from the ICAPCD and Laidlaw Environmental for five sampling sites:  Brawley (BRAD), Grant Fire Station (CALD), El Centro (ELCD), Calexico Police and Fire (CPFD), and Laidlaw Environmental Services (LADI).  The sampling method, the sampling sites, the monitoring periods, the sampling frequency and duration, as well as the file names for the supplemental aerosol data are listed in Table 4-5.



Five files are assembled in the supplemental data base which includes 24-hour TSP, 24-hour high-volume PM10, 24-hour dichotomous sample PM2.5 and coarse, and hourly, 6-hour, and 24-hour beta-attenuation PM10 data:

Ambient TSP particle mass acquired with high-volume sampler is in the file “LAIDTSP.DBF.”

Ambient PM10 mass acquired with high-volume size-selective inlet is in the file “ARBHIVOL.DBF.”

Ambient PM2.5, PM10 minus PM2.5 and PM10 mass acquired with dichotomous a sampler is in the file “IVCONXXD.DBF.”

Hourly Ambient PM10 mass acquired with beta attenuation monitor are in the file “CALDBMS.DBF.”

6-hour and 24-hour PM10 mass measured with beta attenuation monitor are in the file “CALDBAVG.DBF.”

The data base structures of the supplemental PM10 data base are shown in Tables A-10 through A-14.



4.3	Analytical Specifications

Every measurement consists of four attributes:  1) a value;  2) a precision;  3) an accuracy; and  4) a validity (Hidy, 1985� XE “Hidy, 1985” �; Watson et al., 1989� XE “Watson et al., 1989” �).  The measurement methods described by Chow and Richards (1990)� XE “Chow and Richards (1990a)” � and in this volume are used to obtain the value.  Performance testing via regular submission of standards, blank analysis, and replicate analysis are used to estimate precision.  These precisions are reported in the data files described in Section 4.2 so that they can be propagated through air quality models and used to evaluate how well different values compare with one another. The submission and evaluation of independent standards through quality audits are used to estimate accuracy.  Validity applies both to the measurement method and to each measurement taken with that method.  The validity of each measurement is indicated by appropriate flagging within the data base, while the validity of the methods has been evaluated in this study by a number of tests.

 

The precision, accuracy, and validity of the Imperial Valley/Mexicali aerosol measurements are defined as follows: 

A measurement is an observation at a specific time and place which possesses four attributes: 1) value—the center of the measurement interval; 2) precision—the width of the measurement interval; 3) accuracy—the difference between measured and reference values; and 4) validity—the compliance with assumptions made in the measurement method.

A measurement method is the combination of equipment, reagents, and procedures which provide the value of a measurement.  The full description of the measurement method requires substantial documentation.  For example, two methods may use the same sampling systems and the same analysis systems. These are not identical methods, however, if one performs acceptance testing on filter media and the other does not.  Seemingly minor differences between methods can result in major differences between measurement values.

Measurement method validity is the identification of measurement method assumptions, the quantification of effects of deviations from those assumptions, the evaluation that deviations are within reasonable tolerances for the specific application, and the creation of procedures to quantify and minimize those deviations during a specific application.  A substantial effort was expended in Imperial Valley/Mexicali to establish the validity of measurement methods, especially for the measurements of elemental carbon, light absorption, and particle nitrate.

Sample validation is accomplished by procedures which identify deviations from measurement assumptions and the assignment of flags to individual measurements for potential deviations from assumptions.

The comparability and equivalence of sampling and analysis methods are established by the comparison of values and precisions for the same measurement obtained by different measurement methods.  Interlaboratory and intralaboratory comparisons are usually made to establish this comparability.  Simultaneous measurements of the same observable are considered equivalent when more than 90% of the values differ by no more than the sum of two one-sigma precision intervals for each measurement.

Completeness measures how many environmental measurements with specified values, precisions, accuracies, and validities were obtained out of the total number attainable.  It measures the practicability of applying the selected measurement processes throughout the measurement period.  Data bases which have excellent precision, accuracy, and validity may be of little use if they contain so many missing values that data interpretation is impossible.

Approximately 1,000 PM10, samples were acquired for the Imperial Valley/Mexicali field study.  Samples were submitted for comprehensive chemical analyses which resulted in nearly 55,000 data points, as documented in Section 4.2.



A data base with numerous data points, such as the one used in this study, requires detailed documentation of precision, accuracy, and validity of the measurements.  This section addresses the procedures followed to define these quantities and presents the results of those procedures.



4.3.1	Precision

Measurement precisions reported in the Imperial Valley/Mexicali filter-based measurement data bases are propagated from precisions of the volumetric measurements, the chemical composition measurements, and the field blank variability using the methods of Bevington (1969)� XE “Bevington (1969)” �.  The following equations are used to calculate the precision associated with filter-based measurements:



	Ci	=	(Mi-Bi)/V	(4-1)



	V 	=	F ( t	(4-2)



	Bi	=	� EMBED Equation.2  ���	for Bi > sBi	(4-3)
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	sBi	= 	SIGBi	   =	� EMBED Equation.2  ���		for STDBi ( SIG4Bi	(4-6)



	sCi	=	� EMBED Equation.2  ���			(4-7)



	sRMS�ADVANCE \D 2.15�i�ADVANCE \U 2.15�	=	� EMBED Equation.2  ���	(4-8)



	sV/V	=	0.05	(4-9)



where:



	Bi	=	average amount of species i on field blanks 



	Bij	=	the amount of species i found on field blank j



	Ci	=	the ambient concentration of species i



	F	=	flow rate throughout sampling period



	Mi	=	amount of species i on the substrate



	Mijf	=	amount of species i on sample j from original analysis



	Mijr	=	amount of species i on sample j from replicate analysis



	n	=	total number of samples in the sum



	SIGBi	=	the root mean square error (RMSE), the square root of the averaged sum of the squared of sBij.



	STDBi	=	standard deviation of the blank



	sBi	=	blank precision for species i



	sBij	=	precision of the species i found on field blank j



	sCi	=	propagated precision for the concentration of species i



	sMi	=	precision of amount of species i on the substrate



	sRMS�ADVANCE \D 2.15�i�ADVANCE \U 2.15�	=	root mean square precision for species i



	sV	=	precision of sample volume



	t	=	sample duration



	V	=	volume of air sampled



Dynamic field blanks were periodically placed in each sampling system without air being drawn through them to estimate the magnitude of passive deposition for the period of time which filter packs remained in a sampler (typically five days).  Three to four field blanks were obtained per site per sampler.  No significant inter-site differences in field blank concentrations were found between sites for any species after removal of outliers (i.e., concentration exceeding three times the standard deviations of the field blanks).  The average field blank concentrations (with outliers removed) were calculated for each species on each substrate (i.e., Teflon-membrane, quartz-fiber), irrespective of the sites.  It was found in this study that inter-site differences are not statistically significant.



Blank precisions (sBi) are defined as the higher value of the standard deviation of the blank measurements, STDBi, or the square root of the averaged squared uncertainties of the blank concentrations, SIGBi.  If the average blank for a species was less than its precision, the blank was set to zero (as shown in Equation 4-4).  Dynamic field blank concentrations are given in Tables 4-5 and 4-6 for PM10 samples in (g/filter collected with SFS and portable PM10 survey samplers, respectively.  



The precisions (sMi) for x-ray fluorescence analysis were determined from counting statistics unique to each sample.  Hence, the sMi is a function of the energy-specific peak area, the background, and the area under the baseline.  



As shown in Table 4-5, the standard deviation of the field blank is a factor of two or greater than its corresponding root mean square error (RMSE) for PM10 mass, soluble sodium, soluble potassium, organic carbon, aluminum, silicon sulfur, potassium, calcium, iron, zinc, and zirconium.  Most of these elements are soil-related species.  Some of these field blanks may have been contaminated during the passive deposition period and during sample changing while the plenum was wide open.  Examining the individual field blank values shows that these values are well within the range of the standard deviation of the average blank concentrations.



Field blank concentrations are comparable between the two types of samplers.  Tables 4-6 and 4-7 report PM10 mass of 21 ( 16 (g/47-mm filter for SFS and 24 ( 17 (g/47-mm filter for portable PM10 survey samplers, which is comparable with those reported from other studies (e.g., Watson et al., 1988b� XE “Watson et al., 1988” �; Chow et al., 1992b� XE “Chow et al., 1992” �).



The largest variation is found for organic carbon, with an average of 46 ( 22 (g/47-mm filter.  The organic carbon field blank varies from 19 ( 4 (g/filter during the week of 4/23/93 at the Calexico site to 96 ( 7 (g/filter during the week of 10/27/92 at the Mexicali site with a median of 38 (g/filter.  Organic carbon field blank concentrations are almost a factor of two higher than the norm during the summer and fall seasons while photochemical activities are pronounced.  It is apparent that adsorption of gaseous organic carbon is enhanced over the five-day passive dewpoint period while filter substrates are left in the sampler.



Table 4-8 summarizes the analytical specifications for the 24-hour PM10 measurements.  The minimum detectable limit, the root mean squared (RMS) precision, and lower quantifiable limits (LQL), are given.  The LQL is defined as a concentration corresponding to two times the precision of the dynamic field blank.  The LQLs in Table 4-8 were divided by 28.8 m3, the nominal volume of a 24-hour sample.  Actual volumes varied from sample to sample, typically within ( 5% of the pre-set volume.  The LQLs should always be equal to or larger than the analytical MDLs because they include the standard deviation of the field blank and flow rate precision (Watson et al., 1989� XE “Watson et al., 1989” �).  This is the case for the chemical compounds noted in Table 4-8.  This table indicates that the RMS precisions are lower than the LQLs, but  comparable in magnitude to the LQLs for most species.



The number of reported (non-void, non-missing) concentrations for each species and the number of reported concentrations greater than the LQLs are also summarized in Table 4�8.  For the SFS samples, PM10 mass, light absorption, ions (e.g., nitrate, sulfate, ammonium), and carbon were detected in almost all cases except for chloride (Cl-), which was detected on over 80% of the cases.  Several rare earth XRF elements (e.g., Mo, Pd, In, Sn, Sb, Tl) were not detected in most cases, which is typical for urban sites in most regions.  PM10, Ni, and V concentrations were detected at 65% and 36% of the cases respectively, indicating insignificant residual oil combustion in the study area.  Industrial source related toxic species such as PM10 As, Cd, Hg were detected at less than 5% of the cases with the exception of Se, which was found above the LQLs in over 50% of the cases.  PM10 Na, Mg, Al, Si, S, K, Ca, Mn, Fe, Cu, Zn, Br, Sr, and Pb were found above the LQLs in over 95% of the cases, and most of these are abundant in resuspended dust and motor vehicle exhaust.



The RMS precisions and LQLs for the portable PM10 survey samples were higher than those of the SFSs due to their greater variations in field blank concentrations.  Similar to the SFS samples, most of the crustal species concentrations for the portable survey samples were above the LQLs.



	These analytical specifications imply that PM10 samples acquired in this study possess adequate sample loading for various chemical analyses.  In addition, the MDLs of the selected chemical analysis methods were sufficiently low to establish a valid measurement with associated uncertainties.



4.4	Quality Assurance

A performance audit of field operations was performed on 10/1/92 as part of Imperial Valley/Mexicali quality assurance (Jung, 1992� XE “Jung, 1992” �).  Both system and performance audits are performed during field measurements.  Auditors acquired and reviewed the standard operating procedures and examined all phases of measurement activities to assure that procedures were being followed and that operators were properly trained.  All procedures reviewed by the auditors were acceptable and proved to be adequate for the study.



Performance audits establish whether or not predetermined specifications are being achieved in practice.  For field performance audits, the ARB auditor used an independent flow meter traceable to a primary calibrator and verified the flow rates for each of the sampling systems.  The results of this performance audit are summarized by Jung (1992)� XE “Jung (1992)” �.  This audit report shows that total and sampling flow rates varied by -2.6% and �5.1%, respectively, as compared to the independent audit flow meter.



Interlaboratory comparisons of  filter-based samples, as well as laboratory spiked filters were submitted to independent laboratories for gravimetric, x-ray fluorescence, ion chromatographic, automated colorimetric, and carbon analyses.  Results from the analysis of audit standards gave approximately (10% of the standard value for most species.  It was concluded that the measurements acquired from these analyses were valid, accurate, and precise to the extent which can be determined by audit.



4.5	Data Validation

Data acquired from the Imperial Valley/Mexicali Study were submitted to four data validation levels:

Level 0 sample validation designates data as they come off the instrument.  This process ascertains that the field or laboratory instrument is functioning properly.

Level I sample validation:  1) flags samples when significant deviations from measurement assumptions have occurred;  2) verifies computer file entries against data sheets;  3) eliminates values for measurements which are known to be invalid because of instrument malfunctions;  4) replaces data from a backup data acquisition system in the event of failure of the primary system; and  5) adjusts values for quantifiable calibration or interference biases.

Level II sample validation takes place after data from various measurement methods have been assembled in the master data base, and it is the first data analysis task.  Level II applies consistency tests to the assembled data based on known physical relationships between variables.

Level III sample validation is part of the data interpretation process.  The first assumption upon finding a measurement which is inconsistent with physical expectations is that the unusual value is due to a measurement error.  If, upon tracing the path of the measurement nothing unusual is found, the value can be assumed to be a valid result of an environmental cause.  Unusual values are identified during the data interpretation process as:  1) extreme values;  2) values which would otherwise normally track the values of other variables in a time series; and  3) values for observables which would normally follow a qualitatively predictable spatial or temporal pattern.

Level I validation flags and comments are included with each data record in the data base and are defined by Chow et al. (1992b)� XE “Chow et al. (1992b)” �.  Level II validation tests and results are described in the following subsections.



Level II tests evaluate the chemical data for internal consistency.  In this study, Level II data validations were made for:  1) comparison of collocated PM10 precisions,  2) sum of chemical species versus PM10 mass,  3) physical consistency, and  4) cation and anion balance.  Correlations and linear regression statistics were computed and scatter plots prepared to examine the data.  Suspect data were flagged and data validation summary was documented in the “Memo” field of the data base described in Section 4.2.



4.5.1	Collocated Precision

Five different aerosol samplers were used to measure PM10 at the Calexico site:  1) the medium-volume Sequential Filter Sampler (SFS);  2) the low-volume Portable PM10 Survey Sampler (POR);  3) the high-volume Size-Selective Inlet Sampler (SSI);  4) the low-volume Dichotomous PM10 Sampler (DIC); and  5) the low-volume PM10 Beta Attenuation Monitor (BAM).  Only the SFS and portable samplers were used at the Mexicali site.  This provided an opportunity to compare the measurements for these different samplers.  Twenty-four hour average PM10 mass ((g/m3) was measured with each sampler during the period from 03/13/92 and 08/29/93.  Twenty-four-hour average BAM PM10 was obtained by averaging hourly measurements over a 24-hour sample.  The impactor inlets for the portable samplers were replaced on 08/22/92.  The D50 cutpoint of the original inlets was approximately 12 (m, whereas the new inlets had a D50 cutpoint of 10 (m.  Therefore, comparisons involving the portable sampler were made using samples collected after 08/22/92.



Comparisons were done on a pairwise basis.  All concurrent samples for each pair of samplers were used in the comparisons.  Ten pairwise comparisons were made at the Calexico site and one at the Mexicali site.  There are several empirical and statistical approaches which may be used to make these comparisons although conclusions about sampler equivalence are ultimately subjective.  The results of several tests are shown in Table 4-9 and Figure 4-2.  For each pairwise comparison, one sampler is designated as the X sampler and the other as the Y sampler.  These designations are unrelated to the U.S. EPA’s designations of SSI and dichotomous samplers as “reference” methods or the designation of the BAM and SFS PM10 inlet as an “equivalent” method for PM10 (Chow and Watson, 1994a� XE “Chow and Watson, 1994” �).  (The portable PM10 sampler has no official designation.)  



Linear regression can be used to infer equivalence between the X and Y samplers as well as predictability of one sampler's measurement from that of another sampler (King, 1977� XE "King, 1977" �).  Regression slope and intercept for each sample pair, along with their standard errors, are given in Table 4-9.  For each comparison, the X-sampler PM10 measurement was the independent variable and the Y-sampler PM10 measurement was the dependent variable.  When the slope equals unity to within three standard errors, the intercept is equal to zero within three standard errors, and the correlation coefficient is greater than 0.9, the selection of independent and dependent variables is often considered to be equivalent (Berkson, 1950� XE “Berkson, 1950” �; Madansky, 1959� XE “Madansky, 1959” �; Kendall, 1951; 1952� XE “Kendall, 1951\; 1952” �).  If the correlation coefficient is greater than 0.9 but the slope and intercept criteria are not met, the compared measurements are said to be predictable from the independent variable.  Table 4-9 indicates that in every case, the correlations coefficients were greater than 0.9. Thus, the conclusion can be drawn that all sampler measurements are predictable.  By the regression slope and intercept criteria, all pairwise comparisons indicated equivalence except for the SFS-SSI, DIC-SSI, and POR-DIC pairs.  Figure 4-2 confirms that the SSI concentrations were generally higher than those obtained from the SFS or DIC samplers.  For the DIC-SSI pairs, the slope was within three standard errors of unity and the intercept was slightly greater than three times its standard error.



Table 4-9 also presents the average ratios and standard deviation of “Y to X” and the percent distribution of the data pairs whose difference (X minus Y) is less than 1(, between 1 and 2(, between 2 and 3(, and greater than 3(.  Here, ( is the measurement uncertainty of “X-Y,” which is the square root of the sum of the squared uncertainties ((2x+(2y), where (x and (y are the PM10 measurement uncertainties for the X and Y samplers, respectively.  The individual sampler uncertainties were estimated from replicate analyses of samples collected by that sampler.  Table 4-9 shows that in all but two cases (i.e., POR-SSI at the Calexico site and SFS-POR at Mexicali site), or 70% of the paired differences lies within (2(.  In all cases, greater than 80% of the paired differences lies within (3(. That is, in most cases, the differences between samplers are within the measurement error.



Table 4-9 gives the average of the paired differences (X-Y) between the X and Y sampler; the collocated precision, which is the standard deviation of the paired differences; and the root mean squared (RMS) precision (the square root of the mean squared precisions), which is essentially the average measurement uncertainty of “X-Y.”  The average differences and collocated precisions can be used to test the statistical hypothesis that the difference between samplers X and Y is zero.  A parametric test (Student’s T-test) is performed for each pair of samplers to illustrate the paired differences.  Table 4-9 gives the probability (P) for a greater absolute value of Student's T statistic.  If P is less than 0.05, one can infer that one of the samplers gives a concentration which is greater or smaller than the other, depending on the sign of the average difference.  Table 4-9 indicates statistical equivalence based on the pair-difference test which is only valid for three cases:  SFS-POR and BAM-SSI at the Calexico site and SFS-POR at the Mexicali site.  However, this rigorous test does not account for measurement uncertainty (i.e., if the samplers are different to within some multiple of the measurement uncertainty, they cannot realistically be considered different).  Testing the hypothesis that the average ratio of “Y to X” (shown in Table 4-9) is equal to one indicates that for all sampler pairs, this ratio is different from unity at the 95% confidence interval except for SFS-POR and BAM-SSI at the Calexico site and SFS-POR at the Mexicali site.



Because measurement uncertainty should be considered when making these comparisons, there is no rigorous statistical test or standard by which two samplers can be considered equivalent.  However, the combined weight of the indices shown in Table 4-9 and the near one-to-one relationships shown in Figure 4-2 support the general conclusion that most of these samplers measured the same mass concentration of PM10 during this study. The hivol-SSI sampler gave systematically gives higher values that the other samplers (in the order of 6% to 39% on average).  This result was also found by Chow et al. (1993c)� XE “Chow et al. (1993)” � in collocated comparisons of SFS and SSI samplers during the California Acid Deposition Monitoring Program.



4.5.2	Sum of Chemical Species versus Mass

The sum of the individual chemical concentrations for PM10 should be less than or equal to the corresponding gravimetrically measured mass concentrations.  This sum includes chemicals quantified on the Teflon-membrane and quartz-fiber filters for SFS samples and includes only Teflon-membrane filters for the portable PM10 samples.  Total sulfur (S), soluble chloride (Cl-), soluble sodium (Na+), and soluble potassium (K+) were excluded from the sum using SFS samples to avoid double counting.  Measured concentrations do not account for unmeasured metal oxides in crustal material, cations, or hydrogen in organic carbon.  Figures 4-3a and 4-3b show scatter plots of the PM10 sum of species versus mass at the two base sites using SFS and portable PM10 samplers, respectively.  Each plot contains a dashed line indicating the slope with a non-zero intercept and a solid line with zero intercept.  The correlation coefficient is generally lower with regression line forcing zero.  Regression statistics with mass as the independent variable (X) and sum of species as the dependent variable (Y) are also calculated.  As intercepts are low compared to the measured concentrations, the slope closely represents the ratio of Y over X.



These two figures show that the sum of species is always less than the corresponding PM10 mass within the measurement uncertainties.  An excellent relationship is found between the sum of species and PM10 mass with correlation coefficients exceeding 0.97 for the two sites, though data are more scattered at higher PM10 concentrations.  Figure 4-3a shows that approximately 64% of the PM10 mass can be explained by the chemical species measured in this study.  It is suspected that unmeasured metal oxides in crustal material constitutes a major portion of the unaccounted mass.



Figure 4-3b shows a scatter plot of PM10 sum of species versus mass at the two base sites using portable PM10 samples.  Since ions (e.g., NO3-, SO4=, NH4+) and carbon (i.e., OC, EC) were not acquired for the portable PM10 samples, only 41% of the PM10 mass can be explained with the measured mass, and the majority of this composition is crustal-related chemical species.  Given the excellent agreement (r = 0.98, slope = 1.03 ( 0.03) on the collocated SFS and portable PM10 pair samples discussed in Section 4.5.1, Figures 4-3a and 4�3b imply that NO3-, SO4=, NH4+, OC, and EC account for approximately 25% of the PM10 mass.  In addition, crustal components play a major role in the variation of PM10 mass concentrations in this study.



4.5.3	Physical Consistency

The composition of chemical species concentrations measured by different chemical analysis methods can be examined.  Physical consistency was tested for:  1) sulfate versus total sulfur,  2) chloride versus chlorine,  3) soluble sodium versus total sodium,  4) soluble potassium versus total potassium, and  5) light absorption versus elemental carbon.



4.5.3a	Sulfate versus Total Sulfur

Sulfate (SO4=) was acquired by ion chromatography (IC) analysis on quartz-fiber filters and total sulfur (S) was obtained by x-ray fluorescence (XRF) analysis on Teflon-membrane filters of the SFSs.  The ratio of sulfate to total sulfur should equal “three” if all of the sulfur was present as soluble sulfate.  Figure 4-4 shows scatter plots of sulfate versus sulfur of the PM10 measurements at the two base sites.  Reasonably good correlations (r=0.86) were found for these measurements with a slope of 2.8 and an intercept of 0.5 (g/m3.  Forcing zero regression gives a sulfate-to-sulfur ratio of 3.1.  This observation supports the contention discussed earlier that, in general, a majority of sulfate was present as soluble sulfate and both XRF and IC measurements are valid.  However, there is some scattering in the data sets, especially at higher concentrations, indicating the presence of non-soluble sulfur at these sites.  Data points above the regression line also imply that there are some discrepancies between the standard calibration of the XRF and IC analyses.



4.5.3b	Chloride versus Chlorine

Chloride (Cl-) was acquired by IC analysis on quartz-fiber filters and chlorine (Cl) was acquired by XRF analysis on Teflon-membrane filters of the SFSs.  Since chloride is the water-soluble portion of chlorine, it is expected that the chloride-to-chlorine ratio should be less than unity.  Figure 4-5 shows that a high correlation coefficient (r=0.97) was found between chloride and chlorine with a Cl-/Cl ratio of 0.94.  A high Cl-/Cl ratio was expected owing to the close vicinity of the sampling sites to the Salton Sea and frequent field burning activities in the valley.  Sections 3.5 and 3.6 show that Cl-/Cl ratios were greater than 0.90 in the asparagus field burn and charbroil cooking source profiles.  When calculated precisions are applied on Figure 4-5, a majority of the measurements fall within the one-to-one regression line.  Several of the data points above the regression line shows that Cl- concentrations were higher than the corresponding Cl concentrations on these days.  These data pairs were checked against their standard calibration curves and replicates, but no suspects were found.



4.5.3c	Soluble Sodium versus Total Sodium

Soluble sodium (Na+) was acquired by Atomic Absorption Spectrophotometric (AAS) analysis on quartz-fiber filters, and total sodium (Na) was acquired by XRF analysis on Teflon-membrane filters of the SFSs.  As shown in Figure 4-6, the data pairs are quite scattered, with moderate (r=0.74) correlations.  Figure 4-6 shows that Na+ concentrations were, in fact, a factor of 2 to 3 higher than the corresponding Na concentrations.  Large particles collected during aerosol sampling cause absorption of x-rays within the particles.  This attenuation can be significant for coarse particles (particles>PM2.5).  Correction factors for particle size effect have been applied to PM10 samples for the low atomic number elements (i.e., Al, Si, K), using the theory derived from the Dzubay and Nelson (1975)� XE “Dzubay and Nelson (1975)” �.  These correction factors have been derived based on the theoretical estimation of spherical particles and assumed particle size distribution.  No correction factor for particle size effect was provided for PM10 Na in this study.  The correction factors were 2.08 for PM10 Si and 2.44 for PM10 Al (Dzubay and Nelson, 1975)� XE “Dzubay and Nelson, 1975)” �.  These correction factors vary by analysis method.  For example, Cahill (1989)� XE “Cahill (1989)” � applied a correction factor of 1.7 on PM10 Al and 2.5 on PM10 Na for their proton-induced x-ray emission (PIXE) analysis.  The existing particle absorption factors imply that a Na correction factor of greater than 2.5 is desired.  

The Na+/Na ratio was 2.7 in Figure 4-6, indicating that a correction factor of at least 2.7 should be applied for PM10 Na data required by XRF analyses.  If the Na+ instead of Na concentration had been used in the sum of the species calculations, it would have increased the sum of the species to PM10 mass ratio by 1% to 2% on average.

Nevertheless, Figure 4-6 shows that consistent results can be obtained from the AAS and XRF analyses.  If Na+ data cannot be obtained, total sodium can be used as a surrogate for estimating:  1) marine intrusion,  2) Salton Sea transport, or  3) sodium nitrate contributions.

4.5.3d	Soluble Potassium versus Total Potassium

Soluble potassium (K+) was acquired by AAS analysis on quartz-fiber filters and total potassium (K) was acquired by XRF analysis on Teflon-membrane filters of the SFSs.  Since potassium concentrations are often used as an indicator of vegetative burning, it is important to assure the validity of the K+ measurement.  Figure 4-7 displays the scatter plot of soluble potassium versus total potassium concentrations.



The data pairs are scattered, especially at low concentrations, with high measurement uncertainties.  The regression statistics reported a correlation coefficient of 0.83 and insignificant intercept (a=-0.0076 (g/m3).  It is apparent that some of the K+/K ratios are quite low, especially as K concentrations are below 2 (g/m3.  This figure shows that both K+ and K concentrations are quite high in the study region and approximately 32% of the total potassium is in its soluble state.



4.5.3e	Light Absorption versus Elemental Carbon

Teflon-membrane filters from SFS and portable PM10 samples were submitted to light absorption (babs) measurement before and after sampling using a densitometer.  Watson et al. (1988b, 1991a)� XE “Watson et al. (1988, 1991)” � show that this absorption measurement on the Teflon-membrane filters is highly correlated with elemental carbon (EC), measured with thermal/optical reflectance (TOR) analysis (Chow et al., 1993a� XE “Chow et al., 1993x” �) on the quartz-fiber filter for each sample.  Figures 4-8a and 4-8b demonstrate the relationships between the babs and EC with a high correlation coefficient (r>0.86).  Data points above the regression lines are the values with high babs and low EC, that is, some non-elemental carbon light absorbing particles.  If the filter samples contain significant amounts of crustal material, non-white, yellowish quartz-fiber filter punches are often obtained after the TOR analysis.  It is likely these soil particles absorb light during the absorption measurement.  Figure 4-8b plots the data points by eliminating PM10 mass greater than 150 (g/m3, (i.e., assuming soil resuspension was enhanced under high wind conditions and resulted in elevated PM10 concentrations).  While the correlation coefficients are increased from 0.86 to 0.95, Figures 4-8a and 4-8b show that the zero intercept slope is decreased from 15.0 m2/g to 12.9 m2/g, a value closer to the empirically derived absorption coefficient of 10 m2/g (Trijonis et al., 1988� XE “Trijonis et al., 1988” �).



4.5.4	Anion and Cation Balance

Ammonium sulfate ((NH4)2SO4), ammonium bisulfate (NH4HSO4), ammonia nitrate (NH4NO3), sodium nitrate (NaNO3), sodium sulfate (Na2SO4), sodium chloride (NaCl), and potassium chloride (KCl) are the most common compounds in the Imperial Valley/Mexicali area.

The equivalent amount of anions and cations are expected if the correct species were identified and measured accurately.  In this study, all the anions (Cl-, NO3-, SO4=) were acquired by IC analysis on quartz-fiber filters of the SFSs.  Ammonium (NH4+) was obtained by automated colorimetry (AC) analysis, whereas Na+ and K+ were obtained by AAS analysis of quartz-fiber filters of the SFSs.



Figure 4-9 illustrates that these ionic measurements are highly correlated (r=0.94), with most of the data points falling within one standard deviation of the regression line.  Approximately 77% of the anions can be balanced with cations on a molar equivalent basis.  Since fugitive dust is one of the major contributors to PM10 concentrations, it is suspected that some traceable quantities of soluble magnesium (Mg++) and soluble calcium (Ca++) exist in the atmosphere of the study area in the form of magnesium sulfate (MgSO4), gypsum (CaSO4), and/or lime (CaO), which was not measured in this study.  Overall, this anion and cation balance provides confidence, in that the ionic measurements made by IC, AC, and AAS are in good agreement among each other.
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