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EXECUTIVE SUMMARY

Merrimack Station, owned and operated by Public Service New Hampshire (PSNH), is a coal
fired power plant that uses Merrimack River water to condense steam in the power generation
process. During this process the river water absorbs heat and is discharged back in to the River
at a higher temperature than upstream of the condenser. The use of River water in this
manner results in a thermal plume created in the River from the Station discharge. The thermal
plume is an ever changing volume of water which has elevated temperature. The magnitude
and extent of the increased water temperature varies as a function of River flow, Station
operations and meteorological conditions. In order to understand the characteristics of the
plume PSNH contracted with Normandeau Associates Inc. (NAI) and Applied Science Associates,
Inc. (ASA) to perform field and modeling studies, respectively.

The Station is located along the Hooksett Pool and is approximately 8 km ( 5 mi) long and runs
from Garvins Falls Dam to the Hooksett Dam, receiving tributary inputs from the Soucook and
Suncook tributaries both confluences located on the east side of the River. The River extends
45 km (28 mi) upstream of Garvins Falls where it is ultimately fed by regulated Lake
Winnipesaukee discharges and groundwater discharge. All of the hydropower plants along the
river are run-of-the-river that do not allow significant pooling of water.

The Station draws in between 5 — 15 m?/s (180 — 530 cfs) of River water and after cooling the
condensers discharges the heated water to a canal with anywhere from ~ 200 — 800 MWt
(thermal) of rejected heat with maximum temperature rise of plant water typically less than
15°C (27°F). The heated water cools somewhat within the discharge canal. The level of
cooling can be enhanced approximately 1-2°C (1.8 — 3.6°F) during critical time periods by use of
the installed Power Spray Modules (PSMs) located within the canal.

The Station has historically monitored surface water temperatures for the non winter months
at three different locations, one upstream of the intake, one within the discharge canal, and the
other downstream of the Station. In addition a short term intensive monitoring program was
conducted which included a network of fixed thermistor strings that monitored the top, middle
and bottom water temperatures at west, center and east locations at various transects
(stations) along the River. The stations included one just south of Garvins Falls Dam, one near
the plant intake, one at the confluence of the discharge canal and the River, and three south of
the canal along the River, including one just before the Hooksett Dam. These stations were
located in an effort to provide information on the ambient conditions upstream, the conditions
near the canal and the Pool south to the Hooksett Dam. An additional component of the
monitoring program included four days of mobile observations which recorded River currents
at transects corresponding to the fixed thermistor station locations. The observations were
intended to provide insight as to the magnitude of River currents and their variability at these
locations
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The fixed instrumentation was deployed from early spring until fall in 2009. An analysis of this
data showed that thermal plume was most often observed on the west side of the River close
to the discharge canal as expected. In this area the observed elevated temperatures were
primarily contained between the west and center of the River in the top to middle of the water
column and not observed on the bottom. The most consistent location of observed thermal
plume was at SO West Top which was the surface thermistor located on the west side of the
River at SO which is adjacent to the discharge canal, however there were some episodes where
the signal observed at SO West Top was not significant. These episodes did not have any
significant environmental or Station forcing that would cause these differences and therefore
were concluded to have been caused by unknown forcing mechanisms. Similarly, there were
episodes of relatively significant thermal plume response at SO Center Top, SO West Middle and
S4 West Top, however their occurrence was not always consistent under similar conditions,
again leading to the conclusion that there were some forcing mechanisms not completely
understood or monitored. It was consistently observed however that the thermal plume was
well mixed in both the vertical and lateral dimensions at stations S16 and AO.

The modeling study included the calibration and validation of a three dimensional
hydrothermal model of the study area. The model was set up to reflect the physical
characteristics of the domain including geometry, river bathymetry, and appropriate
boundaries located where model forcing could be applied. The model forcing driving the
circulation included river flow, water surface elevation, temperature and winds while solar
radiation and auxiliary parameters, such as air and dew point temperature, relative humidity
and pressure, as well as Station thermal discharge and flow properties play an important role in
determining the thermal field.

The calibration and validation timeframes were selected for periods within the summer season
as this is typically a time of most interest. During the summer there is less cooling capacity in
the environment to absorb the heat from the thermal plume and therefore typically the largest
plant impacts occur during summer months. The calibration and validation time periods were
similar in that they both had low river flows, high water and air temperatures along with fairly
consistent solar radiation. They differed mainly in that during the calibration time period only
one boiler was operational and the overall heat rejection to the water was low where as during
the validation timeframe both boilers were operational as sell as the PSMs for enhanced
cooling.

The model was calibrated and validated successfully. The model was able to recreate the trend
and general magnitude of observed currents. Furthermore the model was able to recreate the
observed upstream water temperatures, forced only by the environmental meteorological
condition as well as capture the strong signal of the thermal plume at station SO, in particular
the strong signal at the top and weaker signal at the bottom. Additionally the model was able
to simulate the observed vertically mixed plume well at locations south of SO as well as the
vertical structure of the water column which matched the observations in that on a regular
basis there is little vertical variability in temperature with the exception of SO-West Top. The
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model was able to simulate the enhanced cooling of the PSMs which was validated using
historical temperature observations in the canal during both PSM on and off time periods. All
of the guidance criteria for adequate model calibration and validation based on quantitative
statistical measures were observed.

Subsequent to calibration and validation the model was used to simulate an extreme case
scenario. The scenario time period was reflective of conditions that would result in the greatest
impact of the Station, meaning a time where the combination of environmental (low river flow,
high air and water temperatures) and Station forcing (maximum heat rejection of 800 MW}1)
were such that the River would see the highest increase in temperature. The scenario
timeframe selected was 24 July through 3 August 2007. The scenario was run both with and
without the plant thermal impacts, and then subsequently the results of these two cases were
post processed to determine the temperature differential in these cases, thus isolating the
temperature rise due to Station loading.

This set of runs and analysis showed that under this extreme condition the thermal plume
behaves similarly in distribution as during the calibration and validation timeframes however
that the overall temperature rise is much greater due to the high heat rejection and low
thermal capacity of the environment. Temperature rise above background conditions due to
the plant operation ranged from 7°C (12.6°F) at station SO West down to approximately 2°C
(3.6°F) of well mixed waters down at station AQ, close to the Hooksett Dam. It should be noted
that this process of isolating the temperature rise due to the plant was also applied to the
validation timeframe, as it was a more stringent (higher heat refection) timeframe than the
calibration time frame. The processing of those cases showed that again the trend of the
location of the plume most significant at SO West and the downstream vertically mixed plume
was again achieved, however these summertime past conditions only resulted in a temperature
rise of less than 1.5°C (2.7°F) at station AQ, close to the Hooksett Dam.
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1 INTRODUCTION

Merrimack Station (the Station) is a coal fired power plant owned and operated by Public
Service New Hampshire (PSNH), a subsidiary of Northeast Utilities, which is the largest electric
utility provider in the state of New Hampshire. The plant is located along the western side of
the Merrimack River (the River) in Bow, New Hampshire as shown in Figure 1-1.

Merrimack Station has two generators which in combination have a capacity of 433 MWe
(electrical); Unit 1 (MK1) is rated at 113 MWe and Unit 2 (MK2) is rated at 320 MWe. The plant
takes in ambient River water which is used to condense steam in the power generation process.
This heated water is subsequently discharged into a manmade canal which discharges to the
River at a location downstream of the plant and intake structure. Furthermore the cooling
canal has 56 sets of four power spray modules (PSMs) which provide enhanced cooling by
pumping and spraying the water into the atmosphere above the canal; while the sprayed water
falls back in to the canal, this operation provides increased heat exchange with the
environment, meaning increased evaporative cooling.

In order to understand the thermal impacts on the River from the Station, in 2009 PSNH
contracted with Normandeau Associates, Inc. (NAI) to carry out a field plan that monitored
River water temperatures at various locations. PSNH subsequently contracted with Applied
Science Associates, Inc. (ASA) to analyze the field data and use it to develop a hydrothermal
model of the River which incorporated environmental and plant characteristics. ASA calibrated
and validated the hydrothermal model to the 2009 field observations after which the model
was used to simulate other plant and environmental conditions.

A description of the study area is presented in Section 2, the different data sources used in the
study are described in Section 3, data analysis is summarized in Section 4, the hydrothermal
model is presented in Section 5, the model application to the study area is described in Section
6, model calibration and validation are described in Section 7, a description of a scenario with a
large, but realistic, thermal impact is outlined in Section 8 and the conclusions are provided in
Section 9.
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Hooksett Pool

Figure 1-1. Merrimack River study area.

— -/_}_.--
: "_:-.-__,__-__:_ ] ] ﬁ#’"‘.\,ﬂ‘
WWwWWw.asasclence.com g ".'_"'_?"-.'—:T—.__ — . R =




Modeling of Thermal Plume from Merrimack Station Page 3 of 102

2 STUDY AREA

The Station is located along the River in Bow, New Hampshire. The River begins at the
confluence of the Winnipesaukee River and the Pemigewasset River in Franklin, NH,
approximately 48 km (30 mi) north of the Station and extends 177 km (110 mi) to its mouth in
the Gulf of Maine. The River is relatively narrow, widths typically less than 150 m (490 ft), and
shallow in most places with depths generally less than 4 m (13 ft). River flow is a function of
groundwater discharge and outflow from Lake Winnipesaukee, which is regulated to have a
minimum flow of approximately 7 m®/s (250 cfs) however the flow can be greater when the
goal is to lower lake levels in anticipation of flooding. There are multiple dams and
hydroelectric power plants along the River, north and south of the Station. PSNH operates the
Merrimack River Project in a Run of River mode by maintaining outflows from the three hydro
developments that essentially equal the inflow to each development, meaning there is no
significant ponding of water.

The Station is located on the Hooksett Pool (the Pool) which is the area of interest of the
present modeling study. The Pool begins at the Garvins Falls Hydro Station and associated
Garvins Falls Dam located approximately 4.8 km (3 mi) north of the plant, and ends at the
Hooksett Hydro Station and associated Hooksett Dam located approximately 4 km (2.5 mi)
south of the Station. Within the Pool, the River width ranges from 70 to 250 m (230 — 820 ft)
and the River depths range from 0.8 to 4 m (2.6 to 13 ft). In 2009 pool elevations fluctuated
between 0.3 to 1.7 m ( 1 to 5.6 ft) in response to River flow and station operations. Two
tributaries enter the Pool, the Soucook located approximately 4 km (2.5 mi) upstream of the
Station on the eastern shore and the Suncook, located approximately 1.1 km (0.7 mi)
downstream of the Station on the eastern shore. Both tributary flow rates are a fraction of that
at Garvins Falls Dam.

WWwWw.asascience.com



Modeling of Thermal Plume from Merrimack Station Page 4 of 102

3 DATA SOURCES

Multiple data sources were used to assess the River and plant operations including fixed and
mobile River observations as well as statistical estimates of River flow based on proxy station
observations. Each of these data types will be described in detail in the sections below.

3.1 RIVER WATER ELEVATION

Observations of water elevations were recorded by PSNH at an hourly interval at the Hooksett
Dam. Elevations were provided referenced to an elevation datum of 58.52 m (192 ft). During
2009 the Pool elevation ranged from 0.3 — 1.7 m (1 - 5.6 ft) above the reference datum.

3.2 USGS DATA

River flow estimates were based on relationships developed between flow at gauged U. S.
Geological Survey's (USGS) stations and various other locations of interest per a recent
watershed study (NAI, 2007). The developed relationship for Garvins Falls Dam, located
approximately 5.6 km (3.5 mi) upstream from the plant, was used to estimate flow in the River
near the Station.

The study are is also fed by the un-gauged Suncook River. The following method was used to
estimate the Suncook discharge. The watershed study (NAI, 2007) related flow at different
locations based on statistically developed relationships; the study utilized real time waterflow
measurements at the Soucook (USGS 01089100) and Soughegan (USGS 01094000) gauges at a
15-minute interval to develop average hourly flow estimates. These flow estimates were then
used for development of flow estimates at many different ungauged locations. The NAI
analysis did not include the Suncook tributary, which is within the area of interest. There is a
gauge, however, at the Suncook River (USGS 01089500). Using daily flows measured at the
Suncook and Soucook, ASA developed a relationship between these stations that was used to
make hourly estimates of flow at the Suncook based on hourly observations at the Soucook.
Figure 3-1 illustrates the observed Suncook daily flow versus the NAI estimated Soucook flow
and the trendline with corresponding relationship that best fits the data. This relationship was
subsequently used to estimate hourly Suncook flow as a function of NAI estimated hourly
Soucook flow.
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Daily NAI Estimated Soucook vs. Observed Suncook Flow
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Figure 3-1. Relationship of Suncook River flow as a function of Soucook River flow.

3.3 NRCC/NWS DATA

The Northeast Regional Climate Center (NRCC) database includes historical climate data for the
northeastern United States as well as continually updated National Weather Service (NWS)
weather observations and forecasts. NRCC has also developed models that estimate variables
such as solar radiation and evapotranspiration that are not typically observed. The closest NWS
station to the study area is the Concord Airport (CON) located approximately 7.2 km (4.5 mi)
north northeast of the Station at Lat 43°12'10.15", Long 71°30'9.61". A suite of meteorological
observations are recorded including air temperature, dew point, wet bulb temperature,
pressure, relative humidity, wind speed and direction and solar radiation. The airport location
is shown in Figure 2-1.

3.4 HOOKSET POoL MONITORING PROGRAM

A long term monitoring program and an intensive short term River monitoring program were
conducted in the River. The long term program is a multi-year program which monitors surface
River temperatures at three different locations. The intensive short term program conducted in
2009 included the long term observation stations as well as additional observation stations

WWwWw.asascience.com



Modeling of Thermal Plume from Merrimack Station Page 6 of 102

monitoring surface, middle and bottom River temperatures at quarter River width intervals for
the period from April through November. In addition, during the short term monitoring
program, River currents were measured on four different occasions at transects concurrent
with the short term monitoring stations. Figure 3-2 illustrates the locations of both long and
short term observations stations which will be described in more detail in the following
sections.

Multiyear water surface temperature data was available for use in this study at three different
locations, N10 Historical (N10H), SO Historical (SOH) and S4 Historical (S4H). These stations are
located as shown in Figure 3-2. The record provided for this study for each of these stations
covers a period from late March/early April 2002 through 2010; however these stations
continue to record data. The temporal resolution of this data is fifteen minutes. N10H
represents the upstream ambient temperatures, SOH represents the canal discharge
temperatures and S4H represents the downstream plume temperatures. Table 3-1 summarizes
the coordinates of these historical stations.

Table 3-1. Historical station summary.

Station Latitude Longitude Depth
N10OH | 4309.123 N | 7128.782W | 0.3 m (1 ft)
SOH 43 08.156 N | 7127.842W | 0.3 m (1 ft)
S4H 43 07.851N | 7127.818 W | 0.3 m (1 ft)

As described above an intensive River monitoring program was carried out in 2009. This
program consisted of an eight-month fixed River water temperature monitoring program at
multiple locations as well as mobile survey observations of River flow at multiple transects on
four different days.

3.4.2.1 MOORED THERMISTOR ARRAY

The fixed River temperature observations from 2009 were obtained from moored thermistors
located in the Pool at various locations. These stations were located on cross River (% across
[West], ¥ across [Center] and % across [East]) transects and were equipped to monitor top,
middle and bottom water column temperatures. Five transects (N10, N5, SO, S4, S16) were
deployed, spanning the Hooksett Pool, and one additional location (AO) monitoring only middle
and bottom water column temperatures at the River center close to the Hooksett Dam. For
each station the top measurement was approximately 0.3 m (1 ft) below the surface, the
middle is the middle of the water column and the bottom measurement was approximately 0.3
m (1 ft) above the bottom. Figure 3-2 illustrates the locations of these observation stations.
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The specific period of record varied for each station however a complete synoptic set of
observations was available from May 10, 2009 through October 27, 2009. Table 3-2
summarizes the period of record for each station. All stations recorded River temperatures at
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15-minute intervals.

Table 3-2. 2009 Monitoring station summary.

Station | Location Description Latitude Longitude Begin End

N10 Center 43.15163 -71.47864 5/5/2009 10/27/2009
N10 East 43.15185 -71.47824 5/5/2009 10/27/2009
N10 West 43.15141 -71.47905 5/5/2009 10/27/2009
N5 Center 43.14270 -71.46701 5/5/2009 10/27/2009
N5 East 43.14299 -71.46649 5/5/2009 | 10/27/2009
N5 West 43.14242 -71.46752 5/5/2009 10/27/2009
o Center 43.13631 -71.46258 5/5/2009 | 10/27/2009
SO East 43.13641 -71.46210 5/5/2009 | 10/27/2009
SO West 43.13622 -71.46302 5/5/2009 | 10/27/2009
S16 Center 43.11355 -71.46521 5/4/2009 11/4/2009
S16 East 43.11357 -71.46454 5/4/2009 11/4/2009
S16 West 43.11352 -71.46590 5/4/2009 11/4/2009
sS4 Center 43.13070 -71.46358 5/4/2009 | 10/28/2009
S4 East 43.13062 -71.46323 5/4/2009 | 10/28/2009
sS4 West 43.13078 -71.46392 5/4/2009 | 10/28/2009
A0 Center 43.10080 -71.46480 | 5/10/2009 | 11/6/2009

3.4.2.2 TRANSECTS

In addition to the moored thermistors, the 2009 short term one day intensive River monitoring
program included four days (1 July, 6 August, 9 September, 12 October) of mobile surveys. On
each day cross sectional profiles of River currents, using a boat mounted Acoustic Doppler
Current Profiler (ADCP), were obtained at transects corresponding to each of the moored
equipment locations (N10, N5, SO, S4 & S16). The relevant data obtained through these surveys
were River speed and direction observations at various depths in the water column across the
River. Each transect took less than ten minutes to transverse and all five were typically
completed in less than three hours. Given that the River flow does not typically vary
significantly during a dry day, the small differences in time can be considered synoptic to give
an indication of how the River velocities vary spatially for a given River flow.
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4 DATA ANALYSIS

Data analysis was performed as a preliminary step in this study to assess the extent of the
thermal plume from the Station. River flow, meteorological observations and River
temperature observations were analyzed.

4.1 RIVER ELEVATION AND FLOW

River elevations were observed as described in Section 3.1 and River flow in the study area was
developed as described in Section 3.2. The 2009 record of Hooksett Pool elevations and
estimated flow over the Hooksett Dam were plotted as shown in Figure 4-1. This plot shows
that River flow and pool elevation follow the same pattern. For the months of January through
September of 2009 the flow ranged between 50 — 750 m3/s (1,750 — 26,500 cfs) and the pool
elevation ranged from approximately 0.3 to 1.7 m (1 to 5.6 ft).

2009 River Flow & Elevation

1,000 T T T T T 2

——Estimated Flow at Hooksett Dam - Left Y-Axis

——0bserved Hooksett Pool Elevation - Right Y-Axis

500i

Flow (m3/s)
Elevation (m)

300 . A
N

100 -

0 0
1/1/2009 2/1/2009 3/4/2009 4/4/2009 5/5/2009 6/5/2009 7/6/2009 8/6/2009 9/6/2009

Figure 4-1. Hooksett Pool elevation and flow.
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The 2009 estimated or observed flow at the different points in the study area are shown in
Figure 4-2. This plot shows that the flow in the Pool ranges from 50 — 750 m®/s (1,750 — 26,500
cfs). The Soucook and Suncook tributaries have relatively low flow compared to the main River
flow, which is evident in the small increase in flow between Garvins Falls and the Hooksett

Dam.
River Flow 2009
800 \ \ \ \
——G@Garvins Fall - estimated
700 —Soucook - observed
~——Suncook -estimated
——Hookset Dam - estimated
600 |
vy 500
S~
o
§ 400
9
L 300 A
200 u
100 - l, .

0
1/1/2009 2/1/2009 3/4/2009 4/4/2009 5/5/2009 6/5/2009 7/6/2009 8/6/2009  9/6/2009

Figure 4-2. Merrimack River and tributary flows for the 2009 study period.

4.2 RIVER TEMPERATURES

As described in the previous sections there are both long term and short term monitoring
programs that gathered water temperature observations. The locations of the long term
monitoring stations and short term monitoring stations are as shown in Figure 3-2. Table 4-1
summarizes the position of each of these stations with respect to Garvins Falls Dam as well as
the Station. Furthermore Table 4-1 summarizes the River width at each of these stations. Note
that historical stations and short term stations with the same name (minus the H suffix on the
short term stations) are in the same approximate location however station SOH is within the
Stations discharge canal while station SO is in the River and observations indicate that the water
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has mixed with cooler River water, thus SO is always cooler than SOH. Figure 4-3 through Figure
4-8 show the top, middle and bottom water temperatures at the west, center, and east
locations of N10, N5, SO, S4, S16 and AO, respectively.

These plots show that the water column north of the plant, at stations N10 and N5, is vertically
mixed as evident in negligible temperature differentials among the top, middle and bottom
observations. There are multiple shallows, rapids and dams or spillways upstream of the
observation station which would promote vertical mixing in the water column. SO is the next
transect south of N5, and is also within close proximity of the confluence of the Station
discharge canal and the River. This transect shows a significant response in SO-West Top
station, which is the westernmost surface thermistor in the SO transect, clearly due the thermal
effluent from the canal. While the signal at SO-West Top can be seen to respond to the plant
thermal forcing, the response is not entirely consistent with the Station effluent record
indicating that the thermal plume in the River is sometimes, but not always, wide enough to be
observed at SO-West. The plume is occasionally wide enough however, to be observed at not
only SO-Center Top but also at SO-East Top, and therefore covers practically the entire River
width.

Further south downstream at station S4 the response to the Station discharge is further
attenuated and only observed on an episodic basis. Transect S4 west, center and east surface
station locations are observed to be slightly higher than the middle or bottom water
temperatures at times, however at other times the water column appears to be vertically
mixed. Further south downstream at both stations S16 and AO the water column is fully
vertically mixed with no discernable difference in temperature at different depths.

Table 4-1. Station position locations.

Distance Width of
South of Distance from the Direction From River at
Station | Garvins Falls Station Merrimack Station Station
m m m m

N10 2,900 775 North 150
N5 4,300 2200 North 190
SO 5,100 0 - 130
sS4 5,800 680 South 124
S16 7,800 2700 South 230
A0 9,300 4200 South 134
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Figure 4-3. Observed temperatures at N10.
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Figure 4-4. Observed temperatures at N5.
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Figure 4-5. Observed temperatures at SO.
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Figure 4-6. Observed temperatures at S4.
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Figure 4-7. Observed temperatures at S16.
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Figure 4-8. Observed temperatures at AO.
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4.3 TRANSECTS

The 2009 ADCP transect data was acquired on 1 July, 6 August, 9 September, 12 October along
each of the moored instrument transects. As an example of the flow distribution in the River,
Figure 4-9 through Figure 4-13 show the contours of the observed River speeds on 6 August
2009 at each of the transects, respectively. On this day the River flow ranged from 215 - 270
m3/s (7,600 — 9,500 cfs) in the Pool and correspondingly the River velocities observed ranged
from 0.3 to 0.7 m/s ( 0.98 — 2.3 ft/s) in most areas with some smaller areas of lower velocity
observed near the bottom and River banks. At transect SO (Figure 4-11) it can be seen that the
velocities on the western shore close to the canal discharge are relatively low from 0.2 — 0.4
m/s (0.65 — 1.3 ft/s) as compared to those closer to the eastern shore which range from 0.5 —
0.6 m/s (1.6 — 1.9 ft/s).

N10 Cross Section Velocities (mi/s), August 2009
I I I T I i I

0.9

0.8

= 0.7

- 0.6

- 0.5

- 0.4

0.3

0.2

24

26—

1 1 1 1 ] 1 ]
40 60 20 100 120 140
Distance from West Side of River (m)

Figure 4-9. Velocity contours of Transect N10 taken 6 August 2009.
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NS5 Cross Section Velocities (m/s), August 2009
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Figure 4-10. Velocity contours of Transect N5 taken 6 August 2009.
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Figure 4-11. Velocity contours of Transect SO taken 6 August 2009.
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Figure 4-12. Velocity contours of Transect S4 taken 6 August 2009.
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Figure 4-13. Velocity contours of Transect S16 taken 6 August 2009.
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5 HYDROTHERMAL MODEL

The hydrothermal computer model (the Model) used to predict the velocity and temperature
structure in the Pool, and the potential thermal influence of the Station, is part of a PC-based
modeling system, known as Water Quality Mapping and Analysis Program (WQMAP)
(Mendelsohn et al., 1995). The focus of the model in this study is to predict the spatial extent
of the plume and define where the initial plume momentum has dissipated and the plume is
affected only by the ambient currents. ASA determined that near field modeling to predict
plume dilution in the relatively small area where the discharge plume is primarily influenced by
its own momentum was not required since the near field is located at the head of the discharge
canal and is not proximate to the Pool.

5.1 MobEL DESCRIPTION - BFHYDRO

WQMAP consists of a family of computer models, one of which is a hydrodynamic
(hydrothermal) model known as BFHYDRO. BFHYDRO is a three dimensional, general
curvilinear coordinate, boundary-fitted computer model (Muin and Spaulding, 1997; Huang and
Spaulding, 1995b; Swanson et al, 1989) and was used to predict elevations, velocities, salinities
and temperatures in the River. The boundary-fitted model matches the model coordinates with
the shoreline boundaries of the water body, accurately representing the study area. This
system also allows the user to adjust the model grid resolution as desired. This approach is
consistent with the variable geometry of shoreline features of the River. Development of the
boundary fitted model approach has proceeded over more than two decades (Spaulding, 1984;
Swanson et al.,, 1989; Muin, 1993; and Huang and Spaulding, 1995a). The model may be
applied in either two or three dimensions, depending on the nature of the inquiry and its
complexity. In this instance, a three-dimensional or triaxial study was performed.

The boundary fitted method uses a set of coupled, quasi-linear, elliptic transformation
equations to map an arbitrary horizontal multi-connected region from physical space to a
rectangular mesh structure in the transformed horizontal plane (Spaulding, 1984). The three
dimensional conservation of mass and momentum equations, with approximations suitable for
lakes, rivers, and estuaries (Swanson, 1986; Muin, 1993) that form the basis of the model, are
then solved in this transformed space. In addition a sigma stretching system is used in the
vertical to map the free surface and bottom onto coordinate surfaces to resolve bathymetric
variations. The resulting equations are solved using an efficient semi-implicit finite difference
algorithm for the exterior mode (two dimensional vertically averaged), and by an explicit finite
difference leveled algorithm for the vertical structure of the interior mode (three dimensional)
(Swanson, 1986). The velocities are represented in their contra-variant form.

A detailed description of the model, with associated test cases, is included as Appendix A (Muin

and Spaulding, 1997). The publication was originally part of a Ph.D. dissertation (Muin, 1993),
which extended the boundary fitted model capabilities developed by Swanson (1986), applying
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a contra-variant velocity formulation to the transformed momentum equations. A brief
description of the model follows.

The basic equations are written in spherical coordinates to allow for accurate representation of
large modeled areas. The conservation equations for water mass, momentum (in three
dimensions) and constituent mass (temperature [heat] and salinity) form the basis of the
model, and are well established. It is assumed that the flow is incompressible, that the fluid is
in hydrostatic balance, the horizontal friction is not significant and the Boussinesq
approximation applies all customary assumptions.

The boundary conditions are as follows:

e At land, the normal component of velocity is zero.

e At open boundaries, the free surface elevation must be specified, and temperature (and
salinity for estuarine and coastal applications) specified on inflow.

e On outflow, temperature (heat) (and salinity) is advected out of the model domain.

e A bottom stress or a no slip condition is applied at the bottom. No temperature (heat) is
assumed to transfer to or from the bottom, a conservative assumption as some transfer
of shear to the bottom is expected to occur.

e A wind stress, and appropriate heat transfer terms, are applied at the surface.

e The surface heat balance includes all of the primary heat transfer mechanisms for
environmental interaction.

There are various options for specification of vertical eddy viscosity, Av, (for momentum) and
vertical eddy diffusivity, Dv, (for constituent mass [temperature and salinity]). The simplest
formulation is that both are constant, Avo and Dvo, throughout the water column. They can
also be functions of the local Richardson number, which, in turn, is a function of the vertical
density gradient and vertical gradient of horizontal velocity. This application used spatially
variant constant eddy viscosity and eddy diffusivity, where large upstream values were chosen
to represent the turbulent waters and enhanced mixing through multiple dams.

The set of governing equations with dependent and independent variables transformed from
spherical to curvilinear coordinates, in concert with the boundary conditions, is solved by a
semi-implicit, split mode finite difference procedure (Swanson, 1986). The equations of motion
are vertically integrated and, through simple algebraic manipulation, are recast in terms of a
single Helmholtz equation in surface elevation. This equation is solved using a sparse matrix
solution technique to predict the spatial distribution of surface elevation for each grid.

The vertically averaged velocity is then determined explicitly using the momentum equation.
This step constitutes the external or vertically averaged mode. Deviations of the velocity field
from this vertically averaged value are then calculated, using a tridiagonal matrix technique.
The deviations are added to the vertically averaged values to obtain the vertical profile of
velocity at each grid cell thereby generating the complete current patterns. This constitutes the
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internal mode. The methodology allows time steps based on the advective, rather than the
gravity, wave speed as in conventional explicit finite difference methods, and therefore results
in a computationally efficient solution procedure (Swanson, 1986; Swanson et al., 1989; Muin,
1993).

The environmental heat transfer model, (Mendelsohn, 1998) at the water surface contains a
balance of the important terms governing the flow of heat, including:

e short wave solar radiation

e long wave atmospheric radiation

e |ong wave radiation emitted from the water surface

e convection (sensible) heat transfer between water and air

e evaporation (latent) heat transfer between water and air
A detailed description of the equations used for the environmental heat transfer model is given
in Appendix B.

5.2 POWER SPRAY MODULE MODEL

For periods of high temperatures the Station employs a power spray module system to cool the
effluent plume in the discharge canal before emptying into the River. The power spray system
consists of 56 floating spray modules, each containing 4 spray nozzles. The modules are
deployed along the canal and pump the heated effluent through atomizing nozzles, creating
droplets that are sprayed into the air to cool. The increased surface area enhances cooling.
The spray module configuration in the effluent canal can be clearly seen in the Google Earth
image presented in Figure 5-1.
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Imagety Date: Jul 28,2007 ; 43°08'1 "~ elev 194 ft

Figure 5-1. Aerial over flight image showing the power spray configuration in the effluent canal.

In order to simulate the cooling effects of the spray modules, an analytical model of the module
performance was implemented in the BFHYDRO model system. The module cooling
performance is based on the work of Maulbetsch and Bartz, (1985), based in turn on work done
by Porter et.al. (1976). The temperature change across a single module can be estimated as:

-1 _, NTU by
T,— T, 7 C

pw
where

T = inlet water temperature, (°C)
T = cooled spray temperature, (°C)
Twb = Wet bulb temperature, (°C)

NTU = Number of transfer units (an empirical constant back calculated from field data)
bs = constant, (J / kg °C)
Cpw = specific heat of water, (J / kg °C)

The spray module equation can then be solved for the cooled spray temperature (Ts) as follows:

WWwWw.asascience.com e e e



Modeling of Thermal Plume from Merrimack Station Page 22 of 102

b
T, =T, — (T, — T,;) l1 — exp (— NTU C—f>l

p.w

The heat constant b and C,,, are evaluated as a unit, and the values are given in Table 5-1.
Literature values for NTU vary between 0.255 and 0.49 (Maulbetsch and Bartz, 1985); a value of
0.255 best matches the data for this application. The hydrothermal model is configured such
that the spray module effects can be turned on or off at any time depending on the actual
usage or test being performed. The implementation of the spray module system for the
Merrimack application was tested during the model calibration assessment and proved to be
robust, as will be discussed in the model calibration section below.

Table 5-1. Thermodynamic data for the spray module equation.

T T bf / cp,w

(°F) (°c)

50 10 0.545

59 15 0.650

68 20 0.785

77 25 0.960

86 30 1.185

95 35 1.470
104 40 1.845

5.3 WQMAP SYSTEM

ASA personnel have developed and applied many computer modeling tools. In conducting
aquatic environmental analyses, ASA has developed a modeling system, which integrates
geographic information (land use, watersheds, etc.), environmental data (water quality
parameters, surface elevations and velocities, stream flows, bathymetry, etc.) and models
(analytical and numerical, hydrodynamic, pollutant transport, etc.). The power of such a
system, called WQMAP (Water Quality Mapping and Analysis Program) (Mendelsohn, et al.,
1995), is that it allows the user to model and analyze many different scenarios efficiently. A
graphical user interface simplifies user inputs and allows a graphical display of model output. In
addition, the modeling components within ASA’s WQMAP have been specifically developed for
application to the study of thermal effluents in coastal waters, and widely used to undertake
such analyses, by parties including utility owners and regulators.

The geographic information component of WQMAP holds user-specified layers of data
appropriate for and available to be used to address a specific task. For instance, in this instance
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such layers might include shorelines, intake locations, the discharge canal, monitoring data
locations, etc. Each data layer can be easily input, either directly into WQMAP with a mouse
and screen forms, or through import from existing geographic information system software.
Data can be exported as well. Each layer can be displayed separately or in any combination.
Graphics can be generated and displayed, either printed or stored for later use.

The environmental data component of WQMAP stores and displays actual environmental data,
which are needed for analysis or used in model input or calibration. This component links to
standard external programs, such as databases, spreadsheets, and data contouring packages.
Importing to and exporting from other systems is also possible.

A suite of tools in WQMAP can be used to import, export and analyze environmental data.
Time series of data at single or multiple stations can be imported, processed and displayed.
Other measuring systems (e.g., moored current meters, sea surface radars, acoustic Doppler
current profilers) can also be accessed and incorporated into the Model.

5.4 WQMAP SYSTEM APPLICATIONS

The BFHYDRO model in WQMAP has been successfully used in many hydrodynamic and
hydrothermal studies both in the U.S. and worldwide with results accepted by a variety of
federal and state government agencies, including the following:

e U.S. Environmental Protection Agency

U. S. National Oceanic and Atmospheric Administration

e U.S. Army Corps of Engineers

e U.S. Naval Oceanographic Office

e Massachusetts Department of Environmental Protection,

e Massachusetts Coastal Zone Management

e Rhode Island Department of Environmental Management

e Rhode Island Coastal Resources Management Council

e Vermont Agency of Natural Resources

e Connecticut Department of Environmental Protection

e New York State Department of Environmental Conservation
e South Carolina Department of Health and Environmental Control
e The World Bank

Examples where the Model has been successfully applied to thermal plume applications include
the following:

e [Indian Point Energy Center, Buchanan, NY (Swanson et al., 2010)

e Fore River Station at Weymouth, MA (EAI et al., 1998)
e RESCO Facility at Lynn, MA (Swanson and Isaji, 2001)
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Vermont Yankee at Vernon, VT (Swanson et al., 2004)
Brayton Point Station at Somerset, MA (Swanson et al., 2006; Swanson et al., 1998)
Arabian Gulf (Shahriar et al., 2003)

Ras Tanura Integrated Project, Ras Tanura, Saudi Arabia (Crowley and Mendelsohn,
2010).

ASA is also presently modeling the discharge canal for the Brayton Point Station in Somerset,
MA and the Indian Point Energy Center in Buchanan, NY in support of permit renewals.
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6 MODEL APPLICATION TO THE MERRIMACK RIVER

The model application to the River included definition of the physical characteristics of the
study area such as River geometry in the area of interest, bathymetry and appropriate
boundary definition including identification of the forcing at the boundaries. The following
sections further describe these aspects of the application.

6.1 GRID GENERATION

The first step in generating a boundary-fitted grid, using WQGRID, is to define the study area of
interest, e.g., the Pool on which the Station is located. Experience with previous model
applications indicates that the upstream boundaries should be sufficiently upstream in order to
allow for the model to reach equilibrium between water temperatures and environmental
forcing. To facilitate this need, a detailed model grid was developed for the Hooksett Pool,
which extends from Garvins Falls upstream to the Hookset Dam downstream, to reflect the
known shoreline features, while upstream of the Hooksett Pool was represented by a uniformly
straight river, sized to approximate the average upstream River widths. The northern upstream
boundary cells, upstream of Garvins Falls were represented as model river cells, which allow
model forcing of time varying river flow and temperature at this location. The southern
boundary cells at Hookset Dam were represented by open boundary cells which allow model
forcing of time varying surface elevation and temperature. Additional river cells were added to
represent the Suncook tributary inputs south of the plant; while the northern Soucook tributary
flow was included in the upstream boundary cells. Based on the need to simulate the vertical
structure in the River, the Model application used a three dimensional representation of the
water column. This means that, for every grid cell defined by lateral and longitudinal
coordinates, the vertical water column is divided into an equal number of layers, which for this
application was 11 layers.

The WQGRID component of WQMAP consists of a set of tools to generate a boundary fitted
grid. The grid is specified by locating grid points along shorelines and bathymetric features.
Each point has assigned indices to keep track of how each grid point relates to its neighbors.
The grid spacing in the domain is roughly determined by grid spacing at land boundaries. Finer
grid resolution was specified for increased model resolution of the thermal discharge from the
plant. Once the boundary grid points along the shoreline have been specified, and any interior
bathymetric feature grid points located, the gridding model generates all the remaining interior
points. These points are constrained to obey a Poisson equation, and their locations are solved
iteratively by a Poisson solver. Technical details can be found in the WQMAP User’s Manual
(ASA, 1996).

In this application, the full grid covers the approximate 9.6 km (6 mi) span of the Pool as well as

48 km (30 mi) north of the upstream end of the Pool. Figure 6-1 shows the grid covering the
Pool in general and Figure 6-2 shows the grid zoomed in on the area local to the plant discharge
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canal. The Pool is represented by 10 cells across the River width with varying longitudinal sizes
depending on the feature or modeling resolution need. In the upstream area north of Garvins
Falls, longitudinal grid cell length varies from 800 — 1,200 m (2,600 — 3,900 ft); the grid in this
region is represented by approximately 540 water cells in 11 layers totaling 5,940 grid cells. In
the area of interest the longitudinal grid resolution varies from 15 m (49 ft) in the region where
the canal discharges into the River to 150 m (492 ft) at locations further away from the canal.
The Pool is represented in this area by approximately 1,520 water cells in 11 layers totaling
16,720 grid cells and the canal is represented by an additional 164 water cells in 11 layers
totaling 1,804 grid cells. In total there are 2,224 water cells in 11 layers totaling 24,464 grid
cells, of which a total of 18,524 cells represent the Pool and canal.

Larger grid cells were used further upstream and downstream from the Station in order to
minimize the model computations required, while there was more resolution near the Station
and in the canal, still providing accurate predictions. This number of grid cells and cell
resolution is more than adequate for this application.

In general, the grid aspect ratio reflects a priori estimates of expected flows. This means that
the longer grid dimension, if any, is oriented along the major axis of the flow. This approach is
necessary because the hydrodynamic model has inherent advective time step restrictions based
on the ratio of grid size to flow speed. Faster model runs are possible when the grid is
optimized in this manner.
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¥

Figure 6-1. Model grid encompassing the Hooksett Pool of the Merrimack River.
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6.2 BATHYMETRY

A depth value must be assigned to each cell in the Model grid which varies as a function of
River flow and associated pool elevation. Pool elevation at the Hooksett Dam was recorded by
at an hourly time interval by PSNH with values provided in reference to an elevation datum of
58.52 m (192 ft). During 2009 the Pool elevation ranged from 0.3 — 1.7 m (1 - 5.6 ft) above the
reference datum. Model grid bathymetry was then derived from four individual surveys of
River sounding measurements taken on different dates and their corresponding pool
elevations. The survey dates and corresponding Pool surveys are summarized in Table 6-1.
Since pool elevation varies with River flow, the soundings were set relative to a constant pool
elevation of 0.94 m (3.1 ft) relative to the dam reference datum elevation. Each grid cell was
automatically assigned a depth value by interpolation from the data, based on a distance-
weighting algorithm for soundings close to each grid location. Figure 6-3 shows the model grid
bathymetry for the Pool. It should be noted that model forcing includes river flows which can
cause variations in water surface elevation; this is the mechanism for representing the time
varying River depths.
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Table 6-1. Bathymetric surveys.

Hookset Pond
Survey Focus Elevation
Area Date m (ft)
Hooksett 30-Apr-09 0.945 (3.10)
Canal 8-May-09 0.884 (2.90)
Hooksett 30-Jul-10 0.823 (2.70)
Hooksett 14-Aug-10 0.747 (2.45)

L 3 ;
400 Meters

Figure 6-3. Model grid bathymetry.

6.3 BOUNDARY CONDITIONS

The 11-layer, 3-dimensional boundary fitted hydrodynamic Model (BFHYDRO) employed to

determine the circulation and thermal distribution requires a set of boundary forcing conditions /
for each step. River flow, water surface elevation, temperature and winds are major forcing //
functions important in driving the circulation, while solar radiation and auxiliary parameters, :
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such as air and dew point temperature, relative humidity and pressure, play an important role
in determining the thermal field.

The Model was forced at its open boundaries which include elevation at the lower River
boundary at the Hooksett Dam, flow and temperature input at the upper River boundary
representing the flow at Garvins Falls Dam plus the Soucook Tributary, flow at the Suncook
tributary, energy exchange at the water-air boundary at the River surface, and necessarily the
thermal discharges into the River from the Station. The model forcing changes with time, as
the surface elevation, water temperature, river flows and meteorological conditions change.
The upstream River boundary conditions were developed assuming the NAI estimated flow at
Garvins Falls and the Soucook tributary while assuming water temperatures were the same as
those observed at N10OH. The tributary inputs of the Suncook were developed similar to the
upstream river boundaries however the relationships describing the hourly flow at the Suncook
were developed by ASA as a function of the estimated NAI Soucook flow. The water
temperatures at the Soucook were assumed the same as those observed at N10H. The
downstream water surface elevations were developed using the input supplied by PSNH
describing the pool elevations with temperatures assumed equal to N10H. Meteorological
forcing was developed based on observations at Concord Airport located approximately 7.2 km
(4.5 mi) north northeast of the Station. The forcing for the combined calibration & validation
and model scenario period are described separately in section 7.3 and 8.2 respectively.
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7 MODEL CALIBRATION AND VALIDATION

Modeling studies typically consist of model calibration and validation steps. Calibration is
performed to determine the most appropriate modeling coefficients and forcing mechanisms,
which are finalized when there is good agreement between observational data and model
simulations. Model validation consists of running model simulations for a time period outside
the calibration timeframe while not changing modeling coefficients and forcing mechanisms
with the exception of accounting for temporal variations in model forcing characteristics, in
order to validate the appropriateness of the modeling coefficients.

7.1 SELECTION OF TIME PERIODS

Modeling calibration and validation time periods are limited by data availability. Periods are
chosen that best represent the conditions for which further use of the model is planned; in
some instances a system may need to be calibrated differently for different sets of conditions
(eg. summer vs. winter). In most cases of thermal discharge summer periods are of a primary
interest since these correspond to lower River flows and higher air and water temperatures
resulting in less capacity for environmental cooling of a thermal discharge, therefore the model
was calibrated and validated for summer conditions. Figure 7-1 shows the environmental and
plant operating conditions as well representative observed River temperatures gathered during
the short term intensive 2009 monitoring program.

The calibration timeframe chosen was 5 - 15 August 2009. This timeframe was chosen because
it falls during the summer season when River flows are low and water and air temperatures are
high. Furthermore this period reflects a period of time of indicative summer environmental
forcing with sunny days (consistent solar radiation) contributing to constant River flow and
increasing River flow temperature (due to environmental forcing — as observed north of the
Station). In addition, fairly constant Station output was recorded, with Unit 1 only operational
and power spray modules were off for this entire timeframe. Furthermore the observed
thermal plume is typically strongest at SO-West Top (See Figure 3-2); however at times at this
location there is not always a significant, visible, response in temperature. The calibration
period was chosen as it reflects a period of observed thermal plume in the River.

The validation timeframe chosen was 11 - 21 July 2009. This timeframe is similar to the
calibration timeframe with the exception that both units, as well as the power spray modules,
were operational. As with the calibration timeframe it falls during the summer season with
sunny days, contributing to constant River flow and increasing ambient River temperature as
well as fairly high Station output with both units operational. As mentioned above, during this
period the power spray modules were operational. This time period also reflects a noticeable
thermal response in the River as observed in short term fixed observation stations, most
notable the SO-West Top thermistor (temperature observations denoted as SO-WT in Figure 7-1,
station location as show in Figure 3-2).
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Figure 7-1. Summer environmental and plant characteristics.
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7.2 CALIBRATION / VALIDATION PROCEDURE

For the calibration effort, a total of over 100 model runs were executed to determine the
sensitivity of the model to variations in the representation of upstream conditions, initial
conditions and model parameters to find the set that gave the best model results in comparison
with observations. The resulting hydrodynamic model parameters ultimately chosen included a
Mannings n of 0.03 for the Chezy formulation of bottom friction, spatially variable vertical eddy
viscosity and diffusivity with higher upstream values, 0.005 and 0.05 m%/sec (0.054 ft*/s and
0.54 ft?/s) respectively, chosen to reflect the known turbulent characteristics of the rapids and
increased mixing that occurs as the water travels over dams. A different set of values were
applied to the water cells in Pool, 0.005 and 0.01 m?/sec (0.054 ft*/s and 0.011 ft%/s),
respectively, reflecting the conditions experienced within the Pool. The horizontal eddy
diffusivity for temperature was selected as 1.000 m?/sec (10.8 ft*/s) to best match the data.
The net surface heat fluxes were computed using observed solar radiation and other
environmental parameters (air temperature, dew point temperature, winds and relative
humidity).

These hydrodynamic and temperature parameters were selected to minimize the difference
between model predictions and observations, using the qualitative and quantitative evaluation
metrics that will be described in the section below. The purpose of the qualitative comparison
is to evaluate how well the model performed from a visual, but subjective perspective using
plots and animations. The purpose of the quantitative comparison is to evaluate model
performance based on objective statistical measures. In both approaches the analysis involved
a comparison of model predictions to the observations made at the moored thermistors strings
measuring water temperature.

7.3 MODEL FORCING

The upstream boundary forcing consisted of time varying River flow and water temperature.
The River flow estimates were based on observations of flow at USGS station 1089100: Soucook
River, as well as statistical relationships developed by NAI (NAI 2007) of flow at Garvins Falls
based on Soucook River flow. The original observational data at USGS station 1089100 was
recorded in fifteen minute intervals; however the output of the NAI estimates of flow is in
hourly intervals. The River temperature estimates were based on observations at N10 which
were available in 15 minute intervals that were averaged on an hourly basis and then
subsampled on the hour for an end result of an hourly interval of River water temperature.
Also included in the upstream boundary River flow was a volume flow estimated for the
Soucook River which was based on a relationship developed by ASA between the Soucook and
Suncook tributaries by developing a correlation of USGS observed daily flows at the Suncook to
daily Soucook River flows, this daily correlation was then used to develop the corresponding
hourly estimates at the Soucook River. Observed Soucook water temperatures were not
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available, and therefore the decision was made to include the flow in the upstream forcing with
temperatures based on N10 temperatures; in lieu of additional information this approach was
assumed to have the least amount of impact on improperly affecting model predicted River
temperatures in the area of interest. It should be noted that the NAI developed relationships of
flow at different tributaries and ungauged locations along the River assume the same temporal
characteristics of the gauged site, meaning there is no account for travel time of flow, and adds
some uncertainty to the model forcing.

River flow reflective of the combined Garvins Fall and the Soucook flow was applied to the
northern boundary of the model domain, however given the offset in distance the record was
offset in time by negative 15 hours in order to account for travel time of flow down the
upstream portion of the River and have observed proper flow values at Garvins Falls at times
corresponding with those anticipated based on the observation/statistical method described
above. The time of travel and corresponding time offset of flow varies with overall flow
magnitude, however a constant time offset of -15 hours was applied for average flow
conditions. Figure 7-2 shows the upstream River boundary flow and temperature for a period
that encompasses both the calibration and validation time frames, from 1 July through 15
August 2009, which encompasses both the calibration and validation time frame, which are
identified in the figure.

During the calibration time frame of 5 August -15 August the River flow starts at approximately
350 m3/sec (12,300 cfs) with diurnal temperature variability between 21 - 22°C (69.8 — 71.6°F),
and decreases in flow from 5 to 10 August to approximately 100 m®/s (3,500 cfs) while
temperatures remain between 21 - 22°C (69.8 — 71.6°F). After this time the flow remains steady
from the 10 through 15 August with increasing temperatures that vary through the day
between 23°C - 24°C (73.4 — 75.2°F).

During the validation time frame of 11 July — 21 July the River flow starts at approximately 200
m>3/sec (7,100 cfs) with a daily diurnal temperature variability between 19.5 - 21°C (67.1 —
69.8°F) and decreases from 11 - 16 August to approximately 100 m*/s (3,500 cfs) where it
remains steady from 16 August through 21 August at temperatures that vary through the day
between 21 - 23°C (69.8 — 73.4°F).
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Figure 7-2. Upstream boundary forcing characteristics.

The downstream boundary forcing at the Hooksett Dam consisted of water surface elevation
and River temperature. Water surface elevation was provided by PSNH and was available in
hourly intervals as a measurement of elevation with respect to a known datum of 58.52 m (192
ft). As the surface elevation in coordination with the bathymetry gives the total water column
depth at any given time the boundary surface elevation data was adjusted relative to the same
reference datum as the bathymetry. River temperatures at the Hooksett Dam were estimated
based on N10 River temperatures; however since the water is always flowing downstream,
these temperatures do not impact water cell temperatures calculated by the model. Figure 7-3
shows the time series of water surface elevation and temperature applied at the downstream
boundary cells. During the calibration period the surface elevation varied between —0.3 m to
0.2 m (-1 to 0.66 ft), with daily variability approximately 0.1 m (0.32 ft.). During the validation
period the surface elevation varied between —0.2 m to 0.1 m (-0.66 to -0.33 ft), again with daily
variability approximately 0.1 m (0.32 ft.).
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Figure 7-3. Downstream boundary forcing characteristics.

In addition to the upstream forcing which includes all River flow input north of the plant, there
is a small amount of flow from the Suncook tributary which enters the main stem south of the
plant on the eastern side approximately two miles above the Hooksett Dam. The flow from the
Suncook was estimated in the same manner as the flow at Garvins Falls; a statistical
relationship between flow at the Soughegan station and the Suncook was developed and
observations at the Soughegan for the simulation period were used with these developed
relationships to generate an estimated time series of flow at the Suncook. There were no
observations of temperature available at the mouth of the Suncook and therefore
temperatures were assumed equivalent to those observed at monitoring station N10. Figure
7-4 shows the time series of river flow and temperature inputs as applied at the Suncook River
boundary cells.

During both the calibration and validation timeframe the Suncook River flow inputs are very
small, less than 10% of the overall River flow. The flow range during the calibration time frame
is generally less than 10 m>/s (350 cfs), however a peak on the 12 July was observed at 20 m®/s
(700 cfs). The flow range during the validation time frame is fairly constantly between 10-15
m3/s (350 — 529 cfs). As noted previously there are no measurements of tributary water
temperatures during the simulation time periods and therefore the water temperatures were
assumed equal to that at N10, ranging between 21 - 24°C (69.8 - 75.2°F) during the calibration

WWwWw.asascience.com



Modeling of Thermal Plume from Merrimack Station Page 37 of 102

timeframe and between 19 - 23°C (66.2 — 73.4°F) during the validation time frame as described
in the previous section.
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Figure 7-4. Other River forcing characteristics.

The meteorological variables used in the model were those from the Concord Airport (CON).
The data consisted of air temperature, dew point, relative humidity, wind speed and direction,
pressure and radiation. Figure 7-5 shows the time history of these variables during the period
from 1 July to 16 August.

The air temperature was relatively constant during this period, typically with a diurnal
variability of between 5-15°C (9 - 27°F) depending on weather conditions; peak air
temperatures during the calibration time period ranged from 23-30°C (73.4 - 86°F) and ranged
from 21 - 29°C (69.8 - 84.2°F) during the validation time frame. The dew point had a much
smaller diurnal range though it followed the air temperature trends. The dew point
temperature also had a signal that is the inverse of the air temperature, decreasing when the
sun is shining (normal solar radiation) appears to track the seasonal trend of air temperatures.
The relative humidity varied from 30 to 100%, tracking the signal of solar radiation closely
where higher values occur when there is little or no solar radiation.
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Figure 7-5 also shows the wind and is plotted as a vector with its length scaled to the speed and
its direction pointing downwind (oceanographic convention). The wind during the calibration
and validation timeframe was generally weak, between 3.9 - 9.7 knots (4.5 - 11.1 mph), and
variable in direction. Atmospheric pressure varied between 990 and 1010 mbar and solar

radiation peaked at approximately 800 W/m? during the calibration period and at 900 W/m?
during the validation period.
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Figure 7-5. Meteorological observations.

Three sets of data were provided to ASA by PSNH through NAI, allowing the thermal discharge
from the Station to be calculated; one describing the timing of operation of various Station
features (boilers & pumps), one describing the temperatures at various points of interest, and
the third describing the Hooksett Pool elevation which effects Station pump throughput.

The Station has two condensers (MK1 and MK2) and each condenser has two cooling water
pumps. Documentation regarding the number of hours that each boiler and each set of pumps
were in operation at the Station for 2009 was provided by PSNH along with supplementary text
that explained how to generate an hourly record of plant output and pump flow from these
daily records. Additionally, a record of temperatures observed on an hourly basis at the inlet
and outlet locations for both MK1 and MK2 condensers was provided by PSNH. As there are
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two inlet thermistors and two outlet thermistors for each unit, a total of eight hourly records
were provided.

Lastly, an hourly record of observed water elevation at the Pool was provided by PSNH as
previously noted. River elevation affects the pressure head at the pump intakes and therefore
the flow through the cooling loop is dependent on the River stage (surface water elevation).
Relating the stage to the pump flow is important in order to capture the real heat rejected from
the Station to the cooling water. Table 7-1 outlines the empirical relationship between pond
elevation in the Pool and the capacity of pump flow for each unit. Figure 7-6 displays the water
levels as given before any processing, including a number of short data. The values presented in
Figure 7-6 were used in conjunction with the empirical values in Table 7-1 to evaluate hourly
water flow through the Station. Together these data sets were used to evaluate the energy
discharged from the unit in an hourly time series. The following steps were taken for
processing:

1. Periods with short records of missing data were filled in using linear interpolation.
Longer periods where data was absent were not interpolated and these time periods
were avoided during calibration of the model.

2. Statistical outliers were taken to be bad data and were removed and interpolated
linearly with closest available data points.

3. Pairs of inlet and outlet flows were averaged to improve data quality.

In order to calculate heat flow from the Station, all records were converted into hourly time
series for 2009. For each hour, the number of hours the water pumps were in operation was
multiplied by the capacity as a function of the Pool elevation to define the hourly discharge
from each water pump. A single flow weighted\T was determi ned from the boiler data MK1
and MK2. The megawatt load of the Station was determined simply by multiplying the flow
weighted AT by the total discharge of the Station multiplied by a constant coefficient
(dependent on the units of the two variables). Figure 7-7 shows the Station thermal discharge
as calculated in this manner.
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Table 7-1. Relationship between pond elevation at the Hooksett Pool to the operating
capacity of each of the water pumps at Merrimack Station.

Unit 1 Unit 2
Pond Elevation | 1 Operating Pump | 2 Operating Pumps | 1 Operating Pumps | 2 Operating Pumps
(ft) (GPM) (GPM) (GPM) (GPM)
188 21,400 17,000 63,500 61,500
190 25,800 24,000 67,000 65,000
192 28,000 27,000 70,000 68,000
194 29,800 29,000 73,000 71,500
196 31,400 30,800 76,000 74,000
198 32,000 32,000 78,000 77,000
200 32,600 32,600 81,000 79,500
202 32,600 32,600 83,000 82,000
206 | - - 85,000 85,000

Water Level (ft)

a

1/2009

2/2009

3/2009

4/2009

Hooksett Pool 2009 Water Level

5/2009

6/2009 7/2009 2/2009 a/2009 10/2009

Date

11/2009

Figure 7-6. Water level (ft) of the Hooksett Pool for 2009.
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7.3.5.1 POWER SPRAY MODULE OPERATION

In addition to the Station output, pump flow and temperature rise through the cooling loop, the
Station also provided a history of on/off times in which the power spray modules (PSM) were
utilized. The power spray modules provide enhanced cooling by pumping water from the
bottom of the discharge canal and spraying the water into the air over the canal thereby
increasing surface exchange with the environment and returning it to the canal cooler than it
would be had it not been sprayed. Figure 7-7, which shows the Station operation
characteristics, also shows the times when PSM operation is on (denoted by a heavy black line
indicator on the top of the y axis) or off (denoted by the indicator on the bottom of the y axis).

Validation —_— Calibration

- Tamm il A8V

s u

F : : :

g— H E — Plant Temperature Rise "

k: : : : : : : _ : : : : _
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Figure 7-7. Plant operations.

The comparison of model results and observations depends on data dimensionality. For
example, a time series of data collected at a particular site can be plotted together with model
output to provide a visual comparison. This comparison can provide information on the
suitability of the model to simulate the range of variability evident in the observations.

The most direct way to provide a qualitative comparison is to plot the model predictions and
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the observed data for each variable over the time of the simulation. This can be done with time
series plots of the variables of interest or contour plots when looking at spatially varying
patterns.

Quantitative comparisons are statistical measures that can be applied to the model predictions
and field data sets that provide a numerical assessment of the comparison. These statistical
measures can be grouped into two major components: those measures that describe an
individual set of data (e.g., a time series of one variable), and those that relate the degree of
difference (error) between two data sets (e.g. time series of model predictions and field
observations). Individual statistical measures include the mean, standard deviation,
percentiles, minimum, and maximum. The independent variable can be time, depth or distance
in these data. The quantitative comparisons between data sets include relative error, root
mean square error, linear regression, comparison of means and correlation coefficient.
McCutcheon et al (1990) describes these quantitative comparisons in detail, and provides
guidance on acceptable values. Each statistical measure used in this analysis is briefly discussed
below.

7.3.7.1 RELATIVE MEAN ERROR (RME)

The relative error measures the difference between calculated and observed mean values and
can be defined in a variety of ways. The relative mean error is the relative difference of the
means

where X is the mean of the observation values and C is the mean of the model-predicted or
calculated values. Evaluation of this statistic over space and time can be made to provide a
cumulative frequency of error (median error, percentile exceedances). The relative error is
expressed as a percentage. This statistic can be unreliable for small values of the mean, and
does not provide information on the variability in the data, but can be a useful indicator for
general model performance.

7.3.7.2 ERROR COEFFICIENT OF VARIATION (ECV)

The error coefficient of variation is the ratio of the root mean square error to the mean. lItis

defined as:
1 )2
ooy = L [EGimed
X N
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and is expressed as a percentage.
7.3.7.3  SQUARE OF CORRELATION COEFFICIENT (R?)

The correlation coefficient (r) evaluates the linear interdependence of the predictions to
observations. It is defined as the ratio of the covariance and the standard deviations of
predicted and observed values.

2ic1 (@i — T) (¥ — §)

(n — 1)sgs,

sz -

where x and y are the sample means of X and Y, sx and sy are the sample standard deviations of
X, the observations, and Y, the predictions. The squared correlation coefficient is the square of
r, and lies between 0 and 1. A value of zero indicates no correlation between two observations
and predictions, 1 represents perfect positive correlation and -1 implies perfect negative
correlation.

The USEPA has published guidance on the acceptable statistical measure values for model
calibration/confirmation (McCutcheon et al.,, 1990). Table 7-2 shows a summary of the
guidance for different measures and properties. The statistical measures have been defined
above, and the properties include flow and temperature. There is a unique value presented for
each property. McCutcheon, et al. (1990) state that these guidance values are representative of
a mean level of calibration/confirmation among multiple comparisons, and are not to be
considered an upper limit (RME, ECV) or lower limit (r?) for individual comparisons.

Table 7-2 Model calibration guidance (McCutcheon et al., 1990).

Error Measure Property Value
Relative Mean Error, RME Temperature +25%
Error Coefficient of Variation, Temperature +45%
ECV
Squared Correlation Temperature 0.84
Coefficient, r?

7.3.7.4 SKILL

Another measure of the quantitative comparison between model predictions and observations
is skill (Wilmott, 1981)
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Zleodel - Xobs |2
Z(leodel - Xobsl + |Xmodel - Xobsl)2

Skill =1 —

A skill value of 1 indicates perfect agreement, and 0 indicates complete disagreement. This
measure was recently used in a ROMS model application to the Hudson by Warner et al. (2005)
that assessed the performance of the model in resolving the temporal variations from an
extensive field data set. They report a skill level of 0.85 to 0.95 for water level, 0.92 for velocity
(depth averaged), and 0.85 for salinity (taken here as a proxy for temperature). The approach
was used more recently by Ralston et al. (2008) to evaluate salinity stratification and residual
velocity in the River.

7.4 MOoDEL CALIBRATION / VALIDATION RESULTS

The primary focus of the calibration process is to adjust appropriate model parameters to
optimize the comparison to a data set of observations. The parameters, as discussed in the
previous sections, include bottom friction, horizontal and vertical dispersion, and atmospheric
exchange rates. The observed data used for the model calibration are time series of water
temperatures taken during the short term intensive field program.

Due to limited River speed observations, the calibration process only considered speeds in a
qualitative process, to determine if the model could capture within reason the trend and
magnitude of River currents. Figure 7-8 illustrates the current pattern on 6 August. The
relative pattern is indicative of the average flow pattern. Figure 7-9 through Figure 7-16 show
the modeled and observed contours at transects N5, SO, S4, and S16 respectively. As can be
seen from these images, the model was able to capture the trend of speeds at N5 as well as the
overall distribution of speeds with the peak velocities occurring on the western surface. At N5
the model predicted peak speeds were approximately 0.65 m/s (2.13 ft/s) while the observed
peak speeds were approximately 0.6 m/s (1.97 ft/s). Similarly, the model was able to capture
the trend at SO with smaller velocities at the western shore and peaks in the center towards the
east of the channel. Peak speeds at the surface of 0.5 - 0.6 m/s (1.64 — 1.97 ft/s) were
simulated as compared to 0.55 - 0.65 m/s (1.88 — 2.13 ft/s) observed on the surface at SO. At S4
the model recreated the trend of smaller western shore currents with maximum speeds found
between the center and eastern shore; the model peak surface speeds were between 0.6 — 0.7
m/s (1.97 — 2.30 ft/s) while the observed surface speeds were between 0.55 — 0.65 m/s (1.88 —
2.13 ft/s). At transect S16 the model again was able to capture the trend with peak speeds
located on the eastern surface in both modeled and observed. At S16 the model predicted
speeds are higher and more uniform than observed, potentially due to differences in the
assumed bathymetric features in this area versus the actual.
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Figure 7-8. Current vector plot.
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Figure 7-10. Observed River speeds at N5 on August 6, 2009.
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Figure 7-11. Model predicted River speeds at SO on August 6,' 2009.
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Figure 7-12. Observed River speeds at SO on August 6, 2009.
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Figure 7-13. Model predicted River speeds at S4 on August 6, 2009.
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Figure 7-14. Observed River speeds at S4 on August 6, 2009.
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Figure 7-15. Model predicted River speeds at S16 on August 6, 2009.
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Figure 7-16. Observed River speeds at S16 on August 6, 2009.
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The emphasis of the model calibration effort was on the ability of the model to simulate River
temperatures. In order to represent River temperatures well the River currents must be
represented well since temperatures are transported with the currents. Comparison of
observed vs. simulated temperatures for stations N10, N5, SO, S4, S16 and AO are shown in
Figure 7-17 through Figure 7-22 respectively. For each of these stations (with the exception of
AO0) there are observations at quarter River locations for top middle and bottom, however at A0
there are only observations at the middle of the channel at the middle and bottom layers.
These figures show that the model does well at recreating the observed upstream water
temperatures, forced only by the environmental meteorological conditions. The model also
captures well the strong signal of the thermal plume at Station SO, in particular the strong signal
at the top and weaker signal at the bottom. Additionally these comparisons show that the
model is able to simulate the observed vertically mixed plume well at locations south of SO.
Furthermore, the model recreates the vertical structure of the water column which matches
the observations in that on a regular basis there is little vertical variability in temperature with
the exception of SO-West Top. While the thermal signal of the plume is also observed at SO-
Center Top and even at SO-East Top, these events are episodic.

Table 7-3 summarizes each of the quantitative measures at each station. The model performs
well simulating water temperatures, exceeding all of the recommended guidelines. The model
performance is stronger at individual stations further away from the canal where the
temperatures are influenced primarily by environmental forcing and mixing in the River; at
station SO West closest to the canal discharge the model qualitative performance is slightly
lower however clearly from the qualitative comparison it can predict the trend of the plume.
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Figure 7-17. N10 observed (blue) versus model predicted temperature (green) during calibration time period.
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Figure 7-18. N5 observed (blue) versus model predicted temperature (green) during calibration time period.
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Figure 7-19. SO observed (blue) versus model predicted temperature (green) during calibration time period.
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Figure 7-20. S4 observed (blue) versus model predicted temperature (green) during calibration time period.
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Figure 7-21. S16 observed (blue) versus model predicted temperature (green) during calibration time period.
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Figure 7-22. A0 observed (blue) versus model predicted temperature (green) during calibration time period.
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Table 7-3. Summary of calibration period statistics of model predicted water temperatures.

Station | Location | Position r’ rme ecv skill
N10 West Top 0.828 0% 1% 0.95
N10 West Middle 0.828 0% 1% 0.95
N10 West Bottom 0.828 0% 1% 0.95
N10 Center Top 0.828 0% 1% 0.95
N10 Center Middle 0.828 0% 1% 0.95
N10 Center Bottom 0.846 0% 1% 0.96
N10 East Top 0.810 0% 1% 0.95
N10 East Middle 0.828 0% 1% 0.95
N10 East Bottom 0.828 0% 1% 0.95
N5 West Top 0.846 1% 1% 0.95
N5 West Middle 0.846 1% 1% 0.95
N5 West Bottom 0.846 0% 1% 0.96
N5 Center Top 0.774 1% 2% 0.92
N5 Center Middle 0.828 1% 1% 0.94
N5 Center Bottom 0.884 0% 1% 0.96
N5 East Top 0.706 0% 2% 0.92
N5 East Middle 0.810 0% 1% 0.94
N5 East Bottom 0.865 0% 1% 0.96
SO West Top 0.462 4% 6% 0.71
SO West Middle 0.865 1% 2% 0.94
SO West Bottom 0.828 0% 1% 0.95
SO Center Top 0.846 3% 3% 0.79
SO Center Middle 0.828 0% 1% 0.95
SO Center Bottom 0.828 0% 1% 0.95
SO East Top 0.792 1% 2% 0.93
SO East Middle 0.792 1% 1% 0.93
SO East Bottom 0.810 0% 1% 0.94
sS4 West Top 0.865 2% 2% 0.87
sS4 West Middle 0.865 1% 2% 0.92
sS4 West Bottom 0.865 0% 1% 0.95
S4 Center Top 0.846 2% 3% 0.84
sS4 Center Middle 0.846 1% 2% 0.9
S4 Center Bottom 0.846 1% 1% 0.94
sS4 East Top 0.846 1% 2% 0.91
sS4 East Middle 0.828 1% 2% 0.92
sS4 East Bottom 0.828 1% 2% 0.93
S16 West Top 0.828 0% 1% 0.95
S16 West Middle 0.846 1% 1% 0.95
S16 West Bottom 0.865 0% 1% 0.96
S16 Center Top 0.846 2% 2% 0.86
S16 Center Middle 0.865 2% 2% 0.9
516 Center Bottom 0.865 1% 2% 0.94
S16 East Top 0.828 2% 2% 0.88
S16 East Middle 0.846 2% 2% 0.9
516 East Bottom 0.846 2% 2% 0.9
A0 West Top 0.846 2% 2% 0.9
A0 West Middle 0.828 2% 2% 0.87
AVERAGE 0.827 1% 2% 0.92
GUIDANCE 0.840 25% 2% 0.85
__r’_./" :
———
e
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7.4.1.1 POWER SPRAY MODULE

The PSM enhanced cooling functionality is an optional Station operation that is used during
peak output periods in warm ambient conditions. The PSMs are located within the discharge
canal upstream of the historical SOH station located also within the discharge canal. A measure
of the effectiveness of the PSM is the temperature differential between the Station outfall and
SOH with a larger differential for periods of enhanced cooling at the same Station output. As
part of the calibration process the implementation of the power spray module solution was
evaluated by comparing the observed and model predicted temperature differential between
Station discharge and SOH. Figure 7-23 illustrates the temperature rise through the plant as
well as the observed and modeled temperature differential between Station discharge and SOH
in the upper panel and Station output, flow and indication of PSM operational on/off times
denoted by indicator on the top (PSM-on) or bottom (PSM -off) of the y axis in the bottom
panel. As can been seen in this figure, the model recreated the increased temperature
differential during periods of PSM on and the slightly decreased temperature differential during
periods of PSM off. Note that larger model vs. observed differences at the beginning of the
simulation are due to the model not yet fully ramped in.
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Figure 7-23. PSM model performance calibration.
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Comparisons of observed vs. simulated temperatures during the validation timeframe of 11 July
through 21 July 2009 for stations N10, N5, SO, S4, S16 and AO are shown at River locations for
top, middle and bottom in the west, center and east locations in Figure 7-24 through Figure
7-29, respectively. Similar to the calibration period, these figures show that the model does
well at recreating the upstream water temperatures as well as capturing the strong signal of the
thermal plume at station SO, in particular the strong signal at the top and weaker signal at the
bottom. Additionally these comparisons show that the model is able to simulate the vertically
and laterally mixed plume well at locations south of SO as observed.

Furthermore the model recreates the vertical structure of the water column well with good
agreement between simulated and observed stratification with the exception of SO-West. The
model does recreate thermal stratification at SO-West, however it overpredicts temperature in
the middle of the water column, but does not overpredict the bottom temperatures
significantly. While the thermal signal of the plume is also observed at SO-Center Top and even
at SO-East Top, these events are episodic, such as that observed 16 July through 19 July. The
environmental forcing and Station operations during this time period are quite similar to the
days preceding and following this event and the model simulations respond to the forcing in a
similar manner. The model is unable to recreate the temperature signal observed at SO-Center
Top, and it is unclear exactly what forces are exerted to move the plume over that station. As
the signal is episodic, it may be assumed that the station is located at a point on the exact edge
of the plume, and that the model grid cell location does not reflect this fact accurately. Table
7-4 summarizes each of the quantitative measures at each station. As can be seen from this
table the model performance during the validation time period exceeds all standards in terms
of quantitative statistics.

Given that the validation period was assumed to have a greater impact on the River than the
calibration period because of the greater associated heat rejections during this time period, the
validation period results were compared to the ambient or background simulations in order to
determine the relative impact of the plant. This was done by running a scenario using all
validation period environmental forcing factors but without the plant thermal discharge, called
an “environmental background” case. The differential between these two scenarios then
reflects the plant thermal discharge impacts, in terms of the resulting temperature rise above
ambient. Figure 7-30 through Figure 7-33 show the time series of temperature difference at
the top, middle and bottom for the west, center and east locations of stations SO, S4, S16 and
AO respectively.

Figure 7-30 shows that during this time period the thermal plume from the Station is only
significant (between 2 — 4.25°C [3.6 — 7.65°F] above background) at the top and middle of the
west side of the River and only somewhat noticeable in terms of a temperature rise less than
0.5°C (0.9°F) above background on the surface at the center of the River at SO. The remaining
thermistors along the transect show a negligible temperature rise. Further downstream at
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station S4 the thermal plume has been attenuated in magnitude however it has increased in
extent. Figure 7-31 shows that there was a noticeable rise in temperature above background at
all locations, and was greatest at 1.8°C (3.24°F) at the surface on the west side of the River.
This trend continues further downstream at station S16 with rise above background at all
stations, however less than 1.5°C (2.7°F) at all locations as shown in Figure 7-32. Finally at
station AO, close to the Hooksett Dam, the observed temperature rise above background at
each location is similar to those seen at S16, less than 1.5°C (2.7°F) at all locations. The plume is
well mixed within the water column at station AO.
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Figure 7-24. N10 observed (blue) versus model predicted temperature (green) during validation time period.
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Figure 7-25. N5 observed (blue) versus model predicted temperature (green) during validation time period.
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Figure 7-26. SO observed (blue) versus model predicted temperature (green) during validation time period.
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Figure 7-27. S4 observed (blue) versus model predicted temperature (green) during validation time period.
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Figure 7-28. S16 observed (blue) versus model predicted temperature (green) during validation time period.
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Figure 7-31. Validation Delta T at S4.
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Figure 7-33. Validation Delta T at AO.
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Table 7-4. Summary of validation period statistics of model predicted water temperatures.

Station | Location | Position r’ rme ecv skill
N10 West Top 0.941 0.00% 2% 0.97
N10 West Middle 0.941 1% 2% 0.96
N10 West Bottom 0.941 1% 2% 0.97
N10 Center Top 0.922 1% 2% 0.96
N10 Center Middle 0.922 1% 2% 0.97
N10 Center Bottom 0.922 0% 2% 0.97
N10 East Top 0.903 0% 2% 0.97
N10 East Middle 0.922 1% 2% 0.97
N10 East Bottom 0.922 1% 2% 0.97
N5 West Top 0.941 1% 2% 0.97
N5 West Middle 0.941 1% 2% 0.97
N5 West Bottom 0.884 2% 3% 0.91
N5 Center Top 0.884 1% 2% 0.96
N5 Center Middle 0.922 1% 2% 0.96
N5 Center Bottom 0.941 1% 2% 0.97
N5 East Top 0.846 0% 2% 0.95
N5 East Middle 0.903 0% 2% 0.97
N5 East Bottom 0.941 1% 2% 0.97
SO West Top 0.723 -2% 4% 0.82
SO West Middle 0.941 3% 4% 0.87
SO West Bottom 0.960 1% 1% 0.98
SO Center Top 0.578 3% 8% 0.79
SO Center Middle 0.922 1% 2% 0.95
SO Center Bottom 0.922 0% 2% 0.97
SO East Top 0.903 2% 3% 0.91
SO East Middle 0.903 1% 2% 0.96
SO East Bottom 0.922 0% 2% 0.97
sS4 West Top 0.828 4% 4% 0.84
sS4 West Middle 0.903 4% 4% 0.81
sS4 West Bottom 0.903 2% 3% 0.89
S4 Center Top 0.846 2% 3% 0.93
sS4 Center Middle 0.922 4% 4% 0.87
S4 Center Bottom 0.922 2% 3% 0.93
sS4 East Top 0.903 0% 2% 0.97
sS4 East Middle 0.903 2% 2% 0.95
sS4 East Bottom 0.903 1% 2% 0.96
S16 West Top 0.941 1% 2% 0.98
S16 West Middle 0.941 1% 2% 0.97
S16 West Bottom 0.941 1% 2% 0.98
S16 Center Top 0.960 2% 3% 0.95
S16 Center Middle 0.960 2% 2% 0.97
516 Center Bottom 0.960 1% 2% 0.98
S16 East Top 0.884 2% 2% 0.94
S16 East Middle 0.884 1% 2% 0.95
516 East Bottom 0.884 1% 2% 0.95
A0 West Top 0.884 1% 2% 0.95
A0 West Middle 0.903 2% 2% 0.95
AVERAGE 0.904 1% 2% 0.94
GUIDANCE 0.840 25% 2% 0.85
__#_./" :
———
e
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8 EXTREME CASE SCENARIO SIMULATION

In order to understand what the maximum thermal impacts of the Station effluent is on the
River, an extreme case scenario was developed. There were two parts to this scenario
simulation: development of the simulation time frame and extreme conditions, and then model
simulations and post processing. The model simulations utilized the previously calibrated and
validated model with modified forcing to reflect the extreme case scenario time frame. The
scenario timeframe was selected to represent a combination of simultaneously occurring
extreme environmental forcing conditions such as high air temperatures, high water
temperatures, low river flows and high Station output. Furthermore, the scenario time period
was run for two cases: one with the Station operating at maximum capacity (800 MWt (2730
Btu/hr) of rejected heat at 10.31 m>/s (364 cfs) cooling water flow) and the other without the
Station in operation to generate the environmental background. The Model results were then
further processed to obtain the temperature differential between the two cases for each cell in
the Model domain at every time step of the simulation period. This “deltaT” defines the
relative Station thermal impacts to the River.

8.1 DEVELOPMENT OF EXTREME CASE SCENARIO TIMEFRAME

The goal of developing each scenario timeframe was to capture environmental conditions in
which the Station thermal discharge exhibits the greatest spatial extent in the River. A review
of the observed water temperature at the historical N10 (N10H) transect along with observed
air temperatures and solar radiation at Concord Airport was performed from which the period
of 24 July through 3 August 2007 was identified as a period of consistently high river and air
temperatures with strong solar radiation.

8.2 EXTREME CASE SCENARIO FORCING

The boundary forcing for the scenario Model simulation was set up similar to that of the
calibration and validation timeframe, however it was adjusted where data was not available to
generate the required forcing.

Similar to the calibration and timeframe simulations the downstream boundary was forced with
surface elevation and water temperatures. Observed surface elevation data during the
scenario timeframe was not available and therefore was estimated based on a relationship
developed between river flow and surface elevation during 2009. Using this relationship the
surface elevation for the scenario period was estimated as a function of the river flow. Figure
8-1 illustrates the relationship between 2009 River flow and Pool elevation as well as the linear
trend line fit to the data which was subsequently used to estimate elevation based on river flow
during the scenario timeframe. The downstream temperatures were assumed equal to N10H
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during the scenario timeframe. Figure 8-2 illustrates the River flow and temperature during the
scenario timeframe. During the scenario period the downstream surface elevation varied
between —0.3 m to -0.25 m (-1 to 0.82 ft), with daily variability approximately 0.02 m (0.07 ft.).
During this time period the water temperature ranged from 22 to 28°C (71.6 — 81.4°F).
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Figure 8-1. Relationship between River flow and Pool elevation.
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Figure 8-2. Lower River boundary forcing at Hooksett Dam during 2007 scenario timeframe.

The upstream boundary forcing consisted of time varying river flow and water temperature
using the same methodology employed during the calibration and validation timeframe. This
consisted of estimating flow using the previously developed statistical relationships based on
observed flow and observed temperatures at N1OH. The 15 hour offset in time was also
applied to the forcing to account for travel time down the upstream portion of the River.
Figure 8-3 shows the upstream River boundary flow and temperature for the scenario time
period. During the scenario period the upstream River flow ranged from 35 — 70 m?/s (115 —
230 cfs) and the River temperatures ranged from 22 to 28°C (71.6 — 81.4°F).
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Figure 8-3. Upper River boundary forcing at Garvins Falls during 2007 scenario timeframe.

The boundary forcing representing the Suncook tributary inputs consisted of time varying river
flow and water temperature using the same methodology employed during the calibration and
validation timeframe. This consisted of estimating flow using the previously developed
statistical relationships based on observed flow and observed temperatures at N10OH. The 15
hour offset in time was also applied to the forcing to again account for travel time down the
upstream portion of the River. Figure 8-4 shows the Suncook tributary boundary flow and
temperature for the scenario time period. During the scenario period the upstream flow
ranged from 2.5 -4 m3/s (8 — 13 cfs) and the temperatures ranged from 22 to 28°C (71.6 —
81.4°F).
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Figure 8-4. Suncook River boundary forcing during 2007 scenario timeframe.

The meteorological forcing during the scenario timeframe was developed in the same manner
as during the calibration and validation timeframe. Observations from Concord airport were
used to develop the forcing inputs and are presented in Figure 8-5 for the scenario period.

The air temperature during the scenario period had a diurnal signal that varied between 15 -
34°C (59 — 93.2°F). The dew point had a much smaller diurnal range though it followed the air
temperature trends ranging from 13 - 22°C (55 — 72°F). The relative humidity varied from 35 to
97%, tracking the signal of solar radiation closely where higher values occur when there is little
or no solar radiation.

The wind is shown as a vector with its length scaled to the speed and its direction pointing
downwind (oceanographic convention). The wind during the scenario timeframe was generally
weak, between 0 - 10 knots (0 - 11.5 mph), and variable in direction. Atmospheric pressure
varies between 998 and 1009 mbar and solar radiation peaked at approximately 850 W/m? and
consistently peaked over 800 W/m2 during the scenario time period.
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Figure 8-5. Meteorological observations during 2007 scenario timeframe.

8.2.5 STATION THERMAL DISCHARGES AND SPRAY MODULE OPERATION

The Station forcing during the scenario timeframe was developed assuming a constant
maximum potential Station heat rejection and cooling water flow. During this time frame it was
assumed that the Station would reject 800 MWt (2,730 Btu/hr) of heat at 10.31 m?/s (364 cfs)
cooling water flow which equates to an 18.56°C (33°F) temperature rise of the cooling water

before it is discharged into the canal. It was assumed that the Power Spray Modules were in
operation during this time period.
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Figure 8-6. Scenario Station output during 2007 scenario timeframe.

8.3 SCENARIO RESULTS

The Model was run for the scenario period both with and without Station thermal
contributions. Subsequent to these model runs this set of cases were further processed to
determine the delta temperature between the two cases at every grid cell for every time step.
This delta demonstrates the relative thermal impact of the scenario Station thermal discharge.

Figure 8-7 through Figure 8-9 show contour plots of the delta temperature at SO, S4 and AO
respectively. These show the temperature delta in the River due to the Station at a time near
the end of the scenario period. From these plots it can be seen that at SO, close to the Station,
the relative thermal impacts are higher at the western side of the channel and that the plume is
not yet vertically or laterally mixed. Figure 8-8 presents a plan view and cross section at S4 and
shows that at S4 the plume has mixed more laterally and vertically however is not yet
completely mixed across the width of the River. Figure 8-9 shows that at AO the plume is well
mixed within the water column both vertically and laterally.

Figure 8-10 through Figure 8-13 show the individual time series of scenario delta temperature
for the top, middle and bottom of the west, center and east positions of station SO, S4, S16 and
AQ, respectively. Reviewing the figures it can be seen that the relative impact of the Station is
greatest at the western side of the River near SO and the plume increases in size while
decreasing in temperature with distance from the canal. All locations within the SO cross
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section experience a temperature rise above the ambient, with the largest increase of 10°C
(18°F) on the surface along the west side of the River. A temperature rise of 4°C (7.2°F) above
ambient extends to depths at the middle of the water column in the vertical as well as towards
the center of the River. The remaining locations at SO have an approximate 2°C (3.6°F) increase
above ambient under the scenario forcing.

Further downstream at station S4 the plume has mixed substantially, however, surface
temperatures are still slightly larger than those at depth as can be seen in Figure 8-11. Overall
the scenario forcing results in a 2 - 2.5°C (3.6 - 4.5°F) temperature rise above background at S4.
The plume is further mixed at station S16 (see Figure 8-12) with temperature rise at all
locations only slightly over 2°C (3.6°F). At station AO (Figure 8-13) the plume is well mixed
within the water column and under the scenario conditions, the corresponding temperature
rise at AO is approximately 2°C (3.6°F) in all locations.
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Figure 8-11.
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Figure 8-12.
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Figure 8-13.
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9 CONCLUSIONS
9.1 SUMMARY

This report summarizes the methodology and findings of a data analysis and hydrothermal
modeling study that focused on characterizing the thermal plume generated by a coal fired
electrical generating Station utilizing river water in a once through cooling cycle to condense
steam in the power generation process. The study evaluated both long and short term
environmental and Station data and developed a three dimensional hydrothermal model,
calibrated to the data observations. The calibrated Model was validated using the same data
sources used to calibrate the Model, only for a different, independent time period. The
calibration and validation procedure showed that the Model performed well, exceeding the
recommended model application acceptability guidelines.

The calibrated Model was then used to simulate an extreme case to understand and evaluate
the potential maximum impacts to the River from the thermal effluent. This extreme case
scenario was reflective of a time period where the Station impacts were anticipated to be the
greatest as measured by the extent and magnitude of temperature rise in the River. The
extreme case scenario was simulated both with and without the Station thermal discharge.
These two cases were then further processed to determine the temperature rise due to the
Station only; this was done by subtracting the environmental background (no Station) case from
the Station case for every cell for every time step. The end result of that process is a spatially
and temporally varying field of model predicted Station thermal impacts in terms of a
temperature increase above environmental background. This process showed that the extreme
case scenario forcing would result in a well mixed water column at the Hooksett Dam that is
approximately 2.0°C (3.6°F) higher than the background temperatures.

0.2 DATA ANALYSIS

The data available for the data analysis study included a long term history of three river water
temperature observation stations, long term river flow estimates developed by NAI based on
nearby USGS observations, long term meteorological observations from Concord Airport, short
term record of Pool elevation observations, short term record of multiple (15) fixed water
temperature observations at five River transects within the Pool, four days of mobile surveys
(river currents) at the locations corresponding to the aforementioned River transects and
observed Station data including intake and discharge temperature and estimated pump flow.

An analysis of this data showed that thermal plume was most often observed on the west side
of the River close to the discharge canal as expected. In this area the observed elevated
temperatures were primarily contained between the west and center of the River in the top to
middle of the water column and not observed on the bottom. The most consistent location of
the observed thermal plume was at SO West Top which was the surface thermistor located on
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the west side of the River at the SO transect which is adjacent to the discharge canal, however
there were some episodes where the signal observed at SO West Top was not significant. These
episodes did not have any significant environmental or Station forcing that would cause these
differences and therefore it was concluded to have been caused by meanderings of the bulk
flow in the river, causing the plume to meander, that was not accounted for. Similarly, there
were episodes of relatively significant thermal plume response signal at SO Center Top, SO West
Middle and S4 West Top however their occurrence was not always consistent under similar
conditions again leading to the conclusion that there were some forcing mechanisms not
completely understood or monitored. It was consistently observed however that the thermal
plume was well mixed in both the vertical and lateral dimensions at station S16 and AO.

9.3 MODEL APPLICATION

Following the data analysis study, a three dimensional hydrothermal modeling study was
performed, using ASA’s BFHYDRO Model in WQMAP. The Model was set up to reflect the
physical characteristics of the domain including geometry, river bathymetry, and appropriate
boundaries located where Model forcing could be applied. The Model input forcing, driving the
circulation and temperature response in the River, included river flow, water surface elevation,
temperature and winds while solar radiation and auxiliary parameters, such as air and dew
point temperature, relative humidity and pressure, as well as Station thermal discharge and
flow properties play an important role in determining the thermal field.

For periods of high temperatures the Station employs a power spray module (PSM) system to
cool the effluent plume in the discharge canal before emptying into the river. In order to
simulate the cooling effects of the spray modules, an analytical model of the module
performance was implemented in the BFHYDRO model system. The implementation of the
spray module system for this application was tested during the Model calibration assessment
and proved to be robust.

The Model was calibrated and validated successfully and was able to recreate the trend and
general magnitude of observed currents. The Model was also able to recreate the observed
upstream water temperatures, forced only by the environmental meteorological condition as
well as capture the strong signal of the thermal plume at station SO, in particular the strong
signal at the top and weaker signal at the bottom. Furthermore, the Model was able to
simulate the observed vertically mixed plume well at locations south of SO as well as the vertical
structure of the water column which matches the observations in that on a regular basis there
is little vertical variability in temperature with the exception of SO-West Top. Finally, the Model
was able to simulate the enhanced cooling of the PSMs which was validated using historical
temperature observations in the canal during both PSM on and off time periods. All of the
guidance criteria for adequate model calibration and validation based on quantitative statistical
measures were exceeded.
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9.4 EXTREME CASE SCENARIO

After successful calibration and validation, the Model was used to simulate an extreme case
scenario. The scenario time period was reflective of conditions that would result in the greatest
impact of the Station, meaning a time where the combination of environmental (low river flow,
high air and water temperatures) and Station forcing (maximum heat rejection of 800 MW}t)
were such that the River would see the highest increase in temperature. The scenario
timeframe selected was 24 July through 3 August 2007. The scenario was run both with and
without the Station thermal effluent, and then subsequently the results of these two cases
were post processed to determine the differential in these cases, thus isolating the
temperature rise due to Station loading.

This set of runs and analysis showed that under this extreme case condition the thermal plume
behaves similarly in distribution as it did during the calibration and validation timeframes
however that the overall temperature rise is much greater due to the high heat rejection and
low thermal capacity of the environment. The temperature rise, above the environmental
background conditions, due to the Station operation ranged from 7°C (12.6°F) at station SO
West down to approximately 2°C (3.8°F) of well mixed waters down at station AO, close to the
Hooksett Dam. It should be noted that the process of determining the temperature rise
attributable to the Station was also performed on the validation scenario, as it was a more
stringent (higher heat rejection) timeframe than the calibration time frame. The results of that
case showed that similar to the extreme case, the location of the plume most often at SO West
and that the plume was again vertically mixed downstream, however the 2009 summer
conditions modeled only resulted in a temperature rise of less than 1.5°C (2.7°F) at station AO,
close to the Hooksett Dam as opposed to the 2°C (3.8°F) rise experienced under extreme case
conditions.
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APPENDIX A: HYDRODYNAMIC MODEL DESCRIPTION (MUIN AND SPAULDING, 1997)




THREE-DIMENSIONAL BOUNDARY-FITTED CIRCULATION MODEL

By Muslim Muin' and Malcolm Spaulding®

ABSTRACT: A spherical coordinate, three-dimensional, nonorthogonal, boundary-fitted circulation model (con-
travariant formulation) for application to estuarine, coastal sea, and continental shelf waters is presented. The
model employs a split mode technique where the equations are decomposed into exterior and interior modes.
The exterior mode (vertically averaged) described in an earlier paper (Muin and Spaulding 1996) is solved using
a semiimplicit solution technique. The interior mode (vertical structure) is solved explicitly, except for the vertical
diffusion terms that are solved implicitly. The temporally and spatially varying eddy viscosity and diffusivity
are determined from a turbulent kinetic energy equation and an empirically specified length scale. A series of
tests are presented to evaluate model performance where analytical solutions or other numerical solutions are
available for comparison. The mode!’s ability to predict the point vertical structure of tidal flow is tested against
analytic solutions employing (1) constant viscosity; and (2) an eddy viscosity varying linearly with depth with
a no-slip bottom boundary condition. The ability of the model to simulate three-dimensional tidal flow was
tested against an exact solution for an annular section channel with quadratically varying bathymetry. The model
was also tested against analytic solutions for steady residual flow generated by density gradient, wind, and river
flow in a channel. The model predicted turbulent energy distributions generated from a bottom boundary were
compared to those from a previous numerical study by Davies and Jones (1990). No-slip and bottom stress

formulations at the sea bed, and their effect on the vertical s

ture of the flow are analyzed. The model was

used to predict the salinity distribution in a simpl

lar ch 1 identical to the Rotterdam Waterway.

The computational method is very economical, stable, and ‘accurate with the CFL stability condition up to 100.

INTRODUCTION

Numerical modeling techniques are routinely used to study
circulation and pollutant transport in estuarine and coastal wa-
ters. The majority of models employ finite-difference tech-
niques on square grid systems. While this has proven useful
in various applications, it becomes expensive when the study
region is geometrically and bathymetrically complex. Such
difficulties motivate the use of alternative solution approaches
that allow flexibility in the grid specification, for example fi-
nite elements (Lynch and Werner 1987) and boundary-fitted
coordinates (Johnson 1980; Spaulding 1984; Sheng 1986;
Swanson 1986; Muin and Spaulding 1996).

This paper presents the extension of a two-dimensional (2D)
vertically averaged, boundary fitted, spherical coordinate cir-
culation model developed by Muin and Spaulding (1996) to
three dimensions. The paper first presents the governing equa-
tions in spherical coordinates with appropriate assumptions
and boundary conditions. The equations are further trans-
formed to a o-coordinate. This is followed by presentations of
the governing equations in a generalized curvilinear coordinate
system, turbulence parameterization, the solution methodol-
ogy, and model testing for which analytic (linear problems)
solutions or other numerical solutions are readily available.
Testing emphasizes calculations of the vertical structure of the
flow. Testing of the 2D vertically averaged version of the
model for a series of horizontal flow problems (see Lynch and
Gray 1978) was presented in Muin and Spaulding (1996).

GOVERNING EQUATIONS

Using a spherical coordinate system, where ¢ = longitude
positive east; § = latitude positive north; and r = positive up,
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the equations of continuity, momentum, and conservation of
substance can be written as

Continuity

1 odu l1ov v 1
—_—— ———— + — =
rcos0dp rod r tan 8 r* or 0 O

Momentum
&-direction
ou u Ju vou uv

ou W
+———F-————tnf+w—+——
o rcosBddp rad r o ¥ ar fv

o1 o 98( 2
T prcos@ad ar\ "ar @)
0-direction

v u dv , vav

uu dv | uww
+ —+-——+—tanb+w—+—+
o rcos8ad rod r W or r fu

1 ap , 0 dv
= —— e — —_—
porcos 636  ar (A" ar) 3)
r-direction

ap
3y = P8 (C)]

Conservation of Substance

99, _u 9q¢ vdg, 99 9 %
ot 7cos60 T roet Var~ar |2 \ar
D, 3% a%q
+ — ——— —
r? [coszeadf + 0* )
Equation of State of Sea Water
p=f(S, ©) ©)
where ¢ = time; #, v and w = velocity components in ¢, 8, and
r directions, respectively; f = Coriolis parameter; p = pressure;

g = gravity; p = water density; p, = basin-averaged water den-
sity; A, = vertical eddy viscosity; D, = vertical eddy diffusiv-




ity; D, = horizontal eddy diffusivity; ©® = temperature °C; S =
salinity (ppt); and g = concentranon of a conservative sub-
stance such as @ or S.

The equations described previously assume the following:
the flow is incompressible, density differences are neglected
unless muitiplied by gravity (Boussinesq approximation), the
vertical acceleration is very small compared to gravity (hydro-
static assumption), and the horizontal stresses are neglected.

Boundary Conditions

The land boundaries are assumed impermeable where the
normal component of velocity is set to zero

V-i=0 Q)

On river boundaries, the velocities are specified and the pres-
sure gradient is set to zero. At open boundaries the water el-
evation or vertically varying velocity as a function of time is
known from field observations or otherwise specified.

At closed boundaries the transport of substance is zero. At
an open boundary the concentration must be specified during
inflow. On outflow the substance is advected out of the model
domain according to

%9, _» 9 _

at rcosead»_ ®a)
dq  vadq
i SR
at r o6 0 @5

At the surface, the wind stress is specified as

Teg = Pncaw¢ \4 W: + w:v Tea = Pacnwo \% W: + wg (&)

where W, and W, = wind speeds in the ¢ and 6 directions,
respectively; p, = density of air; and C, = drag coefficient at
the surface.

The kinematic free surface boundary condition is given as

al u d  val
== —— =2
w at * rcos9dd¢ rad ao

Two options are available to specify the bottom boundary
condition

1. Bottom stress condition
Toe = PoCottsVui + vk, To = p,CousVui + v (11)

where C, = bottom drag coefficient; and u, and v, =
velocity components at the bottom in the ¢ and 9 direc-
tions, respectively.

2. No-slip condition

uy=0 and v, =0 (12)
At the bottom boundary, no momentum flux is allowed and
the kinematic condition is specified
b _ 10k
* rcos 6 3 r a0
The governing equations are transformed to a o-coordinate
system to resolve bathymetric variations with a constant num-
ber of grids. The transformation is defined as
b=6¢', 8=0", r=R+{+(@@—DL+h/2 t=¢ (14)

The governing equations now become (dropping the primes
for convenience)

w=— (13)

Continuity
1dvD uwD dwD
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Momentum
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Conservation of Substance
oq u dq , vag aq 4 0 aq
=+ 4 -= “==—{D,|=
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D, ’q a’q
+ 31+
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where
1
A =f p do (20a)
1 at 2
o= D(l+o‘)a‘+'y¢u+1,u+Dw (20b)
1{1—0cdr 1+0a
|l 20
=D [r cos 6 b rcos @ a¢] 20c)
1 1— o0 odh 1+ 0o 9L
Y=5 [r cos 898 rcos® 86] (20d)

where D = h + { = total water depth.

The horizontal velocities and independent variables are next
transformed to a curvilinear coordinate system. The equations
of motion and continuity equation in a curvilinear coordinate
system (£, m), in terms of the contravariant velocity compo-
nents, are as follows:

Continuity
Jcosﬂa—;+i( 9.1‘D)+i 8Jv°D)
r a T cos 8Ju m (cos 8Jv
+ Jrcos 8 HwD) =0




Momentum Equation
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where u° and v° = contravariant velocities in the (£, ) direc-
tions, respectively; { = water elevation; D = { + depth; and

+ ¢g¢..)
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the Jacobian, J = ¢,8, — ¢,8,. The relationship between the
contravariant velocities (1°, v°) and velocities in spherical co-
ordinates (u, v) is given by

u = cos O¢u’ + cos 6¢,v° (25a)
v=0u” + 0,0° (25b)

TURBULENCE PARAMETERIZATION

The turbulence parameterization is a key model component
for predicting flow and mixing processes in stratified fluids.
There is, however, no universally accepted procedure to rep-
resent turbulence (ASCE 1988; Cheng and Smith 1990). In
this study, we employ a one equation turbulent kinetic energy
model to calculate the vertical eddy viscosity and diffusivity.
The length scale is specified using the approach suggested by
Blackadar (1962) that has been successfully used in modeling
turbulence for tidal problems (Davies and Jones 1990). The
effect of stratification is accounted for by using an empirical
relationship similar to the ones employed for the mixing length
approach. This model accounts for the convection, diffusion,
and time history of turbulent kinetic energy in unsteady flows.

Turbulent Energy

The turbulence kinetic energy equation in spherical and o-
coordinates is given as follows:

L4 u b wvob < ob_4 3 (A5b
a rcos®ddp rod

2 du 2 v 24, 0®
+4, [(D aa) + (D au) ] *PEDg, 90 ¢ @6)
where b = kinetic energy.

After transformation to curvilinear coordinates (£, 1), the
preceding equation can be written as

b wab veb o ab 4a(A ab)

3t | r ot rom dc D?ac \o, do
k3
2 du 2 v 24,09
+ A [(BE) *+ (Daa)] t P D e © @n

where B = volumetric cxpansnon coefficient; o, = empirical
diffusion constant; o, = Schmidt number; ¢ = mean scalar
quantity; and € = dxss1pauon In this study the interchange
between turbulent kinetic energy and potential energy or pro-
duction/dissipation by buoyant forces is neglected. It is as-
sumed that the turbulent kinetic energy is advected and dif-
fused in a homogeneous fluid while the effect of stratification
is accounted for by an empirical formula using a Richardson
number (damping function). As argued by Abraham (1988),
the reproduction of internal mixing at tidal slack is beyond the
capability of present turbulence models and, hence, they
should not be used where this aspect is important.

Eddy Viscosity and Diffusivity Relationships

Based on dimensional reasoning the eddy viscosity is re-
lated to the kinetic energy b and mixing length L, by

A= CLVb 28)

where C, = empirical constant.

In homogeneous water, the vertical eddy viscosity and dif-
fusivity are considered to be equal, A, = D,. In the presence
of a stable vertical density gradient, both A, and D, are lower
than their homogeneous values. The magnitude of 4, is always
greater than the corresponding value of D,.




The general form for the eddy viscosity and diffusivity are
given as

A, = f(R)C,L.Vb (29)
D, = g(R)C,L.Vb " (29b)
Several semiempirical relations for f(R,) and g(R) have been

proposed by Munk and Anderson (1948) and Officer (1976).

Munk and Anderson (1948)
f(R) = (1 + 10.0R)™"2 (30a)
g(R) = (1 + 3.33R)™ (30b)
Officer (1976)
SRY=1 +R)™! (31a)
gR)=(1 + Ry~ (31d)
where the Richardson number, R,, is defined by
3p
R =— 2g 14 32)

% s
e0 Taw]" , [a]
a0 éc

From dimensional analysis the expression for dissipation, in
terms of the turbulent kinetic energy and mixing length, is
given by

Dissipation

e = C,(b**/L.,) (33)
where C,; = empirical constant.

Mixing Length

The mixing length formulation proposed by Blackadar
(1962) is

KD[1 + (o — 1)/2]
L“=l L KDl + (0 — 12]
L,
where K = Von Karman’s constant; D = total water depth and
in which the mixing length, L,,, increases from the sea bottom

to the surface and the value of L, is determined by the vertical
distribution of the turbulent energy as follows:

G4

1
f b1 + (o — 1)/2] do

1
J— b do
-1

The constant -y determines the vertical extent of the bound-
ary layer and vertical eddy viscosity, and is adjusted to match
field observations. The viscosity increases rapidly with in-
creasing <y in both amplitude and vertical extent (Mofjeld and
Lavelle 1983). The constant <y typically ranges from 0.05 to
0.3. The coefficients in (28), (34), and (35) have values C, =
0.463; C; = 0.1; 0, = 1.37; and K = 0.4 (Davies and Jones
1990).

L,=+D 35)

Boundary Conditions
The boundary condition at the surface is specified as

2 se = Ui, (36)

where U,, = friction velocity due to the wind stress and a,
a,, are coefficients. A similar boundary condition is used by
Davies and Jones (1988) in which a, = 0.73, and «,, = 2.6. In
the absence of wind forcing the flux of turbulence at the sur-
face disappears.

For a no-slip bottom boundary condition, the turbulent ki-
netic energy flux into the sea bed is zero (Davies and Jones
1988) and, therefore

ab
pod 0 @7

For the bottom stress boundary condition, the bottom
boundary layer is not resolved in detail. The turbulent kinetic
energy, b, at the first grid point near the wall (where the tur-
bulence is assumed in equilibrium and the velocity follows the
log-law) is given as follows:

b=ULVC.C, (38)

where U,, = friction velocity associated with the bottom stress.
While this boundary condition is not always rigorously satis-
fied under unsteady conditions (Celik and Rodi 1985), it is
used as a first-order approximation.

SOLUTION TECHNIQUE

The basic approach is to transform the dependent, as well
as independent, variables in spherical coordinates to a curvi-
linear coordinate system. The equation of motion is split into
exterior and interior modes to increase the allowable time step
and, hence, reduce the computational time.

The velocity is decomposed into

u*=U*+ u” (39a)
v =V + o (395)

where (U°, V°) and (4, v°') = vertically averaged velocities
and deviation velocity (from the vertically averaged velocity)
in (€, m) directions, respectively. Solution of the exterior mode
using a semiimplicit (space staggered grid) solution, method-
ology, and presentations of the approach used to generate the
boundary conforming grid are presented by Muin and Spauld-
ing (1996). The focus here is on three-dimensional (3D) as-
pects, including the deviation velocity and the turbulence
equation.

Subtracting the vertically averaged momentum equations
from the 3D momentum equations gives the vertical deviation
velocity equations of motion

w’D 4 a ou”’
ot -35(%—0)“ (40a)
D 4 9 av®’
==— (A, —] +
at Do (A" 80) B (406)

where A and B = nonbarotropic terms in the equations of mo-
tion. These terms are solved explicitly. The diffusion term in
(40) is solved implicitly using a three-level scheme to damp
out spurious oscillations (Fletcher 1988). The algorithm is sec-
ond-order accurate both in time and spece. A tridiagonal set
of equations in the unknown velocity deviation is solved using
a Thomas algorithm. Both the exterior and interior modes are
solved at the same time step.

The finite difference procedure used to solve the turbulent
kinetic energy equations has been described by Davies and
Jones (1990). In the present study, a three-level time discret-
ization (Fletcher 1988) is used instead of the Crank-Nicholson
method of Davies and Jones (1990). A nonstaggered grid is
used in the vertical. The C form of Davies and Jones’ (1990)
numerical scheme is employed to calculate the dissipation term



in the energy equation to ease the time step restriction. No
iteration or filtering is employed. The time step is restricted
by the horizontal advection term. As will be shown in model
testing, a CFL equal to 100 can be used to predict the vertical
structure of tidally induced flows.

The transport model (24) is solved by a simple explicit tech-
nique, except for the vertical diffusion that is solved by an
implicit scheme to ease the time step restriction due to the
small vertical length scale. In the present model, two options
are available to solve the advection term. The first option is a
Lax-Wendroff scheme, which is consistent with a second-order
truncation error (Fletcher 1988). The second option is an up-
wind-differencing scheme (first-order accurate) that introduces
artificial diffusivity. The horizontal diffusion term is solved by
a centered-in-space, explicit technique. The diffusive and ad-
vective stability criteria in these numerical techniques are At
< As¥(2D,), and At < As/U,, where As and U, = horizontal
grid size and velocity, respectively. To avoid spatial oscilla-
tions, the Lax-Wendroff scheme requires D, > U,As/2. This
gives approximately the same amount of artificial viscosity as
inherent in the upwind scheme.

MODEL TESTING

Model formulation and implementation, in computer code,
were compared to analytical solutions in which the nonlinear
convective acceleration and Coriolis terms were removed and
the governing equations solved on a spherical coordinate sys-
tem, which because of the limited domain approximated a Car-
tesian grid. Additional test simulations were performed to con-
firm the operation of the turbulent closure equations to predict
the vertical structure of tidal flow and compared to a previous
numerical study by Davies and Jones (1990). The mode] was
tested in an application to salinity intrusion in a simple rec-
tangular channel representative of the Rotterdam Waterway.

Residual Flow

The ability of the model to predict residual flow was tested
for a basin with vertically constant density and viscosity. The
surface boundary was forced by a constant wind stress if wind
forcing was used. The test was performed in a simple, rectan-
gular, and constant depth channel open at one end (west). The
model was run for two bottom boundary conditions: (1) no-
slip condition; and (2) bottom stress condition.

Following Officer’s (1976) approach and neglecting advec-
tion, the horizontal diffusion of momentum, and the cross
channel terms (equations laterally averaged), the steady-state
expression for the vertical velocity profiles with linearized bot-
tom friction can be given as follows

Al B BN _ (B _Z
A\, T 2k Topa) T8 \k Y 2a T,

T (1 h z
+-E -+ —+ =

) (k A, Av) (41)

where
n h* T (h h
+-2 =+ -
[ £A (2pk smu) b (k 2A.> """]
= - 42)
(7*5&)

where A = horizontal density gradient; g = gravity; v = water
elevation slope; T, = wind stress; u, = river flow per width;
and k = linearized bottom friction. A similar equation for a
no-slip condition at the bottom is given on page 120 of Officer
(1976).
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Three separate simulations with different forcings were
studied: (1) density gradient Slow; (2) wind driven flow; and
(3) density gradient, wind, and river-induced flow. In these
simulations, the following conditions were assumed: the den-
sity increases linearly from the head (closed end) to the mouth
(open end) A = —0.00036 kg/m*; wind stress 7, = 0.01 N/m?
(1 dyne/cm®); river flow u, = —0.1 m/s; depth k = 10 m;
vertical viscosity A, = 10 cm?/s; and linearized bottom friction
k = 0.05 co/s. Depending on the case the appropriate forcing
parameters were used. Testing was performed using five, 10,
and 20 vertical levels. The model was started with zero ve-
locities and elevation. The density gradient was applled grad-
ually until a steady state was achieved.

Density Gradient Forcing

Fig. 1(a) shows a comparison of the model prediction to
analytic solution for the bottom stress formulation under den-
sity gradient forcing. Model predictions approach the analytic
solution as the grid resolution is increased. The model over-
predicts the currents near the bottom and surface at low grid
resolution. The maximum errors are about 7% for five levels,
2% for 10 levels, and less than 1% for 20 levels. The model
was also run with a no-slip bottom boundary condition, as
shown in Fig. 1(b). When the surface boundary condition was
specified using a second-order accurate representation, the
model never reached steady state even with 80 levels. This
problem may be caused by an underestimate of the bottom
friction, which is only first-order accurate. The model, how-
ever, reached steady state when the surface boundary was re-
duced to first order. For this approximation the model over-
predicted the velocity near the surface by 20% [Fig. 1(b)]
independent of the number of the vertical levels.

Wind Forcing

Comparison of model predictions with the analytic solution
under constant wind forcing with a bottom stress condition is
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FIG. 1. Comparison of Model Predicted Vertical Structure of
Velocity with Analytic Solution for Density-Induced Forcing (A,
=10 cm¥s, A = —0.00036 kg/m*, k = 0.05 cm/s) for: (a) Bottom
Stress; and (b) No-Slip Bottom Boundary Condition (Model Re-
sults Are Presented for 5, 10, and 20 Vertical Leveis)
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FIG. 2. Comparison of Model Predicted Vertical Structure of
Velocity with Annlytlc Solution for Wind Driven Flow (A, = 10
cm?/s, 1, = 0.1 N/m’ (1 dyne/cm?) , k= 0.05 cm/s) for: (a) Bottom
Stress; and (b) No-Slip Bottom Boundary Condition (Model Re-
sults Are Presented for 5, 10, and 20 Vertical Levels)

shown in Fig. 2(a). It can be seen that as the resolution in-
creases the model predictions approach the analytic solution,
especially near the bottom. The model ts the vertical

velocity structure more accurately than for the density induced

flow problem. The maximum errors are about 2% for five lev-
els, 0.6% for 10 levels, and 0.2% for 20 levels. A similar
problem, as in the density-induced flow, was found for the no-
slip condition at the bottom and the boundary condition at the
surface was modified to first order. The results are shown in
Fig. 2(b). Again model prediction for this case is more accu-
rate than in the baroclinic forcing problem.

Density Gradient Wind and River Forcing

The last test case considered flow driven by a combination
of density gradient, wind, and river flow. The model was run
using 20 levels. The results, not shown here, were simulated
for bottom stress and no-slip bottom specifications, respec-
tively. The agreement is excellent (<0.5%) for the bottom
stress bottom boundary condition. The model underpredicts
the velocity by about 5% in the mid-depth region for the no-
slip bottom boundary condition.

Tidal Driven Flow

Two tests were employed to check the model’s ability to
simulate the vertical structure of tidal flow. The first test case
is a point model in which the bottom boundary is specified
using a no-slip condition, and the water slope is assumed
known. The model was tested against constant and linearly
varying vertical eddy viscosities. In the second test a bottom
stress condition was employed at the sea bed. The bottom fric-
tion was linearized and related to the vertically averaged ve-
locity. :

Point Model Test

Constant Viscosity

The analytic solution for this problem was given in article
347 in Lamb (1945). The following data are used in model
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FIG. 3. Comparison of Model Predicted Velocity Structure
with Analytic Solution for Tidally Driven Flow (Imposed Pres-
sure Gradlent of 0.058 N/m*) with Constant Vertical Viscosity, A,
= 0.011 m%/s at 1/8 Time Intervale Through One Tidal Cycle (Time
Step, At=279.45 8)

testing. The imposed pressure gradient was 0.058 N/m’; period
T = 12.42 h; depth h = 20 m; vertical viscosity A, = 0.011
m’/s; and time step Az = 279.45 s (160 steps per cycle). The
test was performed using 20 levels. The model was started
with zero velocities. The water slope was applied gradually
(linear ramp over 4 cycles) until a steady state was achieved. .
Comparison between the analytic solution and the model pre-
diction is shown in Fig. 3. The agreement is excellent through-
out the water column.

Viscosity Varying Linearly with Height

Two simulations were studied with viscosity; one increasing
and one decreasing linearly from the sea bed to the sea surface.
The analytic solution is presented in Prandle (1982). Simula-
tions were performed using the same depth, grid size, period,
time step, sea surface slope, and initial condition as the con-
stant viscosity test case.

In the case of viscosity increasing linearly from the bottom
(sea surface), the viscosity at the sea bed (surface) is set at
A, = 0.001 m*/s; and the viscosity at the sea surface (bed) A,
= 0.021 m%s. The results of these simulations are in excellent
agreement with the analytic solutions. The boundary layer in
the linearly increasing case is (referenced from the sea bed)
thinner than the constant viscosity case due to the lower vis-
cosity near the bottom. The boundary layer for the linearly
decreasing case is thicker than for the constant viscosity case
and occupies the whole water column due to the fact that the
vertical viscosity at the bottom is higher than in the two pre-
vious cases.

3D Testing

Lynch and Officer (1985) derived an analytic solution for
the 3D flow driven by periodic forcing, with linearized bottom
stress (kus, kv;) and linked to the vertically averaged solution
for an annular channel. The solutions were assembled from
one-dimensional (1D) vertical diffusion and 2D vertically av-
eraged solutions of the governing equations.

Consider the quarter-circle geometry with quadratically var-
ying bathymetry kb = h,r> Note r refers to the radius of the
annual channel. The sketch of geometry, bathymetry, and grid
configuration are shown in Fig. 4. The viscosity is constant
throughout the depth. The analytic solution, however, requires
that A /(Q1h?) and kh/A, be constant, and hence A, and k must
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FIG. 4. Three-Dimensional Tldally' Driven Model Test for: (a)

Geometry; (b) Bathymetry; and (c) Grid Configuration [r, = 9,950
m; r; = 31,250 m; h=5(r/r,)*]
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FIG. 5. Vertical Structure of Velocity at Increments of 1/8 of M,
Tidal Period at r= 16,660 m and ¥ = 39.4° for Three-Dimensional
Model Test in Annuiar Section Channel, r, = 8,950 m; r, = 31,250
m; AJ/(Qh*) =0.1; kh/A,=10; At= 55898

vary horizontally. Model tests were performed using a coarse,
slightly nonorthogonal 7 X 7 grid system. The following pa-
rameters were used: inner radius r, = 9,950 m; outer radius r,
=31,250 m; Q = 1.4 X 10~*s7"; kh/A, = 10; A, J(Qh?) = 0.1;
and k, = 5/r{ m™'. The open boundary was specified by var-
ying the tidal amplitude {, = 0.1 cos(2y) m, where { = rotation
angle. The model was run using eight and 20 levels in the
vertical and time steps of 279.45, 558.9, and 1117.8 s.
Comparison of the model and analytical solution at point
(5, 5) or at radius 16,660 m and y = 39.375° for 20 levels
with a time step of 558.9 s at one-eighth period increment is
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shown in Fig. 5. The agreement is very good. The largest
errors (<10%) are near the surface area.

Sensitivity of the model predicted near surface currents (at
178, T/4, 3178, T/2) to grid resolution and time step in the near
surface region is shown in Table 1. The maximum errors occur
at slack tide (at 772). The model predicted errors decrease with
decreasing time step. Model errors using eight vertical levels
are approximately the same as those using 20 vertical levels.

A vector plot of the velocity field at the surface at 774 (not
presented) shows that the agreement between model predic-
tions and analytic solution is excellent, even though the grid
was relatively coarse and slightly nonorthogonal. The errors
are less than 5%, except at the comer point of the inner radius
r=r,. Here they are about 10% due to the fact that the velocity
is very small at this location. The errors become much smaller
(<0.6%) at the outer radius near the open boundary. Compar-
ison of the model-predicted velocity time series at a radius of
16,660 m, ¥ = 39.375° and for 0.35 m and 13.65 m below
the sea surface with the analytic solution are shown in Fig. 6.
The bottom velocity leads the surface velocity by 0.85 h. Pre-
dictions are again in excellent agreement with the analytic so-
lution.

Turbulence Model Simulations

A simulation was performed in an open-closed, rectangular
channel driven with tidal forcing, and a water depth of 10 m.
The channel length is 51.34 km, and is represented by 20
horizontal grids. The tidal amplitude was 1.2 m, with a period
of 12.42 h, y = 0.4. A point 5.55 km from the open channel,
where the pressure gradient has a magnitude that would give
a current with amplitude 1.0 m/s in an inviscid calculation,
was chosen to study the vertical structure of the velocity, eddy
viscosity, and turbulent energy. The simulation assumed a ho-

TABLE 1. Model Prediction Errors (%) of Surface Velocity at r
= 16,660 m and ¥ = 39.4° for Annular Section Channel with
Quadratic Bathymstry Using 8 and 20 Vertical Leveis with Time
Steps of 279.45, 558.9, and 1117.8 s

8 Level 20 Level
270458 | 55898 [ 111788 | 279455 | 558.88 | 11178s
{CFL= | (CFL= | (CFL= | (CFL= | (CFL= (CFL =
t 0.5) 1.0) 2.0) 3.1) 6.2) 12.4)
) 2 3) “4) (5) (6) (4]
778 4.1 42 4.8 39 4.0 4.6
T4 3.7 37 4.0 35 s 39
378 3.1 3.0 3.0 31 3.0 3.0
772 8.7 10.0 126 7.6 8.8 11.6
Veloclty in 8-direction Time Series
=16,660m, 0=39.375°, A=279ASs, 20Level
04
03 Ay 2 ray %
A A AY A
02 ¥ ] £
adf i Tr v U7y 17
1
NN AN
I /. V' W'
W/ 3 j \ JE—rar sy
02 .- 1 ] oo Model, e 038w
i 4 L e sy miiata
£3 s ¥ o Ansiyie, 30350
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FIG. 6. Comparison of Model Predicted Velocity Time Serles
with Analytical Solution at r= 16,660 m and ¥ = 39.4° for Three-
Dimensional Model Test in Annular Section Channel Driven by
M, Tide at Open Boundary with Varying Amplitude of £, = 0.1
cos(2ys) m; r, = 9,850 m; £, = 31,250 m; A,/(Qh%) = 0.1; kh/A,=10;
At=279.45 s; and 20 Vertical Levels
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mogeneous fluid. The Coriolis, baroclinic, and advective terms
were neglected to compare the present results with the circu-
lation and turbulence model developed by Davies and Jones
(1990).

For a no-slip condition at the bottom boundary, simulations

were conducted using 40 levels with a time step of 558.9 s.
A comparison between the results of the present model (40
levels) and Davies and Jones’ (1990) with 100 levels and a

. logarithmic transformation is-shown in Figs. 7-10. Results.are.,

given at one-eighth intervals during the tidal cycle..The max-
imum surface velocity of the present model is about 20%
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and Jones (1990) for One-Dimensional Turbulence Model Test
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40 Vertical Levels
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lower than their results. The structure of the eddy viscosity,
turbulent energy, and shear stress are similar. However, the
bottom shear stresses are twice as high in Davies and Jones
(1990) than in the present simulation because the present grid
structure does not provide sufficient resolution in the near-bed
region. This problem is more severe at low grid resolution.
For the bottom stress specification, simulations were per-
formed using 10 and 40 levels with a time step of 279.45 s.
In these simulations the bottom drag coefficient was set at
0.0025, and y = 0.4. A comparison between simulations using
high (40 levels) and low vertical resolution (10 level) is shown
in Fig. 11 for the velocity profile. The maximum viscosity,
shear stress, and energy (not shown) computed using the low
resolution grid are approximately 25% higher than simulations
using the high resolution grid. The velocity structure (Fig. 11),
however, is not significantly affected. Further tests showed that
a stable and accurate velocity prediction can be obtained using
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FIG. 11. Comparison of Model Predicted Vertical Structure of
Velocity Using (a) 10 and (b) 40 Vertical Levels at Location 5.55
km from Open Boundary for Turbulence Model Test Driven by M,
Tide; Bottom Stress Condition; y = 0.4; C, = 0.0025; At=558.98
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FIG. 12. Comparison of Model (Bottom Stress Condition) Pre-

. dicted Vertical Structure of Velocity with Numerical Simulations
of Davies and Jones (1988) Driven by Wind Stress; 7, = 1.0 N/m®;
C, =0.0025; and vy = 0.2
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a time step of 1117.8 s (550 CFL, based on the diffusive time
scale for 40 levels).

The model was also tested against steady wind-induced flow
with a depth of 100 m, a wind stress of 1 N/m? a bottom
stress specification; 20 levels, with a friction coefficient of, C,
= 0.0025, and vy = 0.2. A comparison of the velocity computed
using the present model and similar results by Davies and
Jones (1988) with 100 levels and a logarithmic transformation
is presented in Fig. 12. The agreement is very good. A max-
imum difference of 5% is predicted near the surface and the
sea bed. The model-predicted vertical structure of viscosity
gives excellent agreement at middepth and near the surface,
but slightly overpredicts at the bottom. The turbulent energy
simulated by the present model is higher than Davies and
Jones’ (1988) model both at the surface and bottom. Differ-
ences that occur near the bottom are due to differences in the
bottom boundary condition specification. The present simula-
tions employ a bottom stress condition where the turbulent
energy at the sea bed is specified while Davies and Jones
(1988) use a no-slip bottom condition and specify no energy
flux at the sea bed. In general the agreement is excellent al-
though the present work uses relatively low grid resolution
compared to Davies and Jones (1988).

Salinity Intrusion Simulations

Ippen and Harleman (1961) derived an analytical solution
for salinity intrusion under the assumption that the salinity
distribution can be represented by the equilibrium of the 1D
convective-diffusion processes where the time and cross-sec-
tionally averaged fresh water (seaward) flux of salt is balanced
by the horizontal diffusive flux of salt (landward). The effect
of gravitational convection by density differences (density in-
cluded) is neglected. Consider a rectangular channel with a
length of 105.5 km, a river flow velocity of 0.000714 m/s, and
horizontal diffusion coefficients of 4, 6, 8, and 10 m%s. The
advective term in the salt transport equation is solved by the
Lax-Wendroff method. The open boundary is specified by a
constant salinity of 30 ppt. Comparison between model pre-
dictions and the analytic solution for various values of the
horizontal diffusion coefficient D, is shown in Fig. 13. The
agreement between the model and analytical solution is ex-
cellent.

Finally the model was used to predict the salinity intrusion
in Rotterdam Waterway using identical conditions to those em-
ployed by Smith and Takhar (1981). The simulation was in-
tended to evaluate the ability of the model to predict salinity
intrusion. The waterway was represented by a rectangular
channel with a length of 99 km. The width and depth were

+
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20 D, =tr’s
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0 20 40 60
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FIG. 13. Comparison of Model Predicted Salinity Distribution
with Analytic Solution for One-Dimensional Salinity Intrusion
Test (Transport Equation Is Solved by Lax-Wendroff Method;
River Flow Veloclty Is 0.000714 m/s; and Horlzontal Diffusion
Coefficients of 4, 6, 8, and 10 m*/s Are Used)
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kept constant with values of 400 and 13 m, respectively. The
river inflow was 1,000 m%/s. The model was run using 40 grids
along the channel and 20 levels in the vertical. The initial
conditions for velocity, elevation, and salinity were set to zero.
Along the open boundary (mouth) the salinity distribution is
assumed to vary from 30 ppt at the bottom to 20 ppt at the
surface on inflow. The model was run with an M, tide. The
time step was 558.9 s with a tidal amplitude at the open
boundary of 0.9 m. The advective term in the salt transport
equation was solved using the upwind method. The Lax-Wen-
droff method was not used because it required a large hori-
zontal diffusivity (~5000 m%s) to maintain stability. The
model was run for 66 d to achieve steady state.

A simulation was performed in which the vertical viscosity
and diffusivity were calculated by the turbulence model. The
bottom friction, C,, was 0.0010. It was found that the model
was very sensitive to the value of vy in the mixing length spec-
ification. Since the turbulent energy source is from the bottom
boundary, the bottom drag coefficient, C,, is also important in
determining the vertical velocity structure. Fig. 14 shows the
salinity distribution along the channel for C, = 0.0005 and vy
= 0.03 with the empirical formulation of (30), which was taken
from Officer (1976), implemented to represent stratification
effects. Smith and Takhar’s (1981) model predictions and field
observations are also shown [Fig. 14(a)]. The results show that
the model-predicted high tide salinity distribution is in reason-
able agreement with and an improvement over Smith and Tak-

Salinlly Distribution at High Tide
Gy = 0.0005, y= 0.03

har’s results. Both the present and Smith and Takhar (1981)
models do not accurately predict the low tide salinity distri-
bution. As analyzed by Smith and Takhar (1981), the poor
model performance for the low water salinity distribution is
caused by the dock system in the waterway acting as a source
and sink of salt on the ebb and flood tide, respectively.

CONCLUSION

A detailed description of the 3D boundary-fitted circulation
model in spherical coordinates for coastal waters is presented.
Both the dependent and independent horizontal variables are
transformed to a boundary-fitted coordinate system. The equa-
tions are also transformed to o-coordinates to resolve the var-
iation in bathymetry. Both the exterior and interior mode are
solved using the same time step. The numerical scheme is
second order in time and space. The time step is not restricted
by the shallow water gravity wave and vertical diffusion CFL
criteria. The eddy viscosity/diffusivity can be specified or ob-
tained from a one equation turbulence energy model.

A series of model tests to linear problems shows that the
present model is fully capable of predicting the vertical struc-
ture of the flow in response to tidal, wind, river, and density
forcing. The 3D model test in an annular section channel with
quadratic bathymetry under tidal forcing has shown the
model’s ability to resolve a more complicated geometry and
bathymetry.

The model, with a bottom stress condition, gives good pre-
dictions of the vertical structure of the velocity, shear stress,
turbulence energy, and eddy viscosity even at modest vertical
grid resolutions. No iteration or filtering is employed. The no-
slip bottom boundary condition version of the present model
fails to accurately predict the shear stress and energy distri-
butions at the sea bed for 40 vertical levels because of the lack
of vertical resolution near the sea bed.

Agreement between the model and analytic solution is ex-
cellent for the 1D salinity intrusion problem where the density
gradient induced flow is neglected. The model accurately pre-
dicted the salinity distribution at high tide in the Rotterdam
‘Waterway where the viscosity/diffusivity were obtained from
a turbulence model. The poor results at low tide were probably
caused by the lack of consideration of the effect of the dock
system on the salinity field (Smith and Takhar 1981).

The CPU time of the internal mode with turbulence model
for each water cell per computational step is 3.1 X 107° min
on a 486/50 MHz personal computer system using a Lahey
F7732 Version 5.1 Fortran compﬂer The CPU time of the
external mode is 2.9 X 107° min using the same machine and
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APPENDIX Il. NOTATION
The following symbols are used in this paper:

A, = vertical eddy viscosity;

tidal wave amplitude;

turbulence kinetic energy;

empirical constant in eddy viscosity relationship;
drag coefficient at surface;

drag coefficient at bottom;

empirical constant in energy dissipation relationship;
elevation + water depth;

a
b
C“
C.
G,
Cs

muwnmruwnun

12/ JOURNAL OF HYDRAULIC ENGINEERING / JANUARY 1997

FonquIman s framara OP

o
QA8 QP PP oI P O e

llllllllnIIllIII!IIIIIIIllIIlIllIIIIIIIIIIIlIIlIIIIIIII"IIIilll!llllIlIIIIllllllHllllllllllllllllllllll

Ts
P
$, 0, r
0

w

horizontal eddy diffusivity;
vertical eddy diffusivity;
gravitation;

water depth;

Jacobian of curvilinear coordinate;
Von Karman constant;

lincarized bottom friction;

wave length;

mixing length;

length of channel;

node number;

pressure;

concentration of substance;

radius of earth;

Richardson number;

salinity;

wave period;

time;

river flow;

friction velocity due to wind stress;
friction velocity due to bottom stress;

vertically averaged velocity in ¢ and 8 direction;
vertically averaged velocity in curvilinear coordinate;

water velocity in ¢, 6, r direction;
water velocity in curvilinear coordinate;
bottom velocity in ¢ direction;

bottom velocity in 6 direction;

wind speed in ¢ direction;

wind speed in 8 direction;

volumetric expansion coefficient;

constant parameter in mixing length formulation;

dissipation rate of energy;

water elevation;

water elevation amplitude at open boundary;
temperature °C;

water surface slope;

wave number;

horizontal density gradient;

generalized curvilinear coordinate system;
water density;

air density;

water density average;

vertically averaged of water density;
vertically density difference;

vertical coordinate transformation;
empirical diffusion constant;

Schmidt number;

bottom shear stress;

wind shear stress;

mean scalar quantity;

spherical coordinate system;

wave frequency; and

vertical velocity in ¢ transform coordinate.
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Development of an Estuarine Thermal Environmental Model in a
Boundary-Fitted, Curvilinear Coordinate System

Daniel L. Mendelsohn
Applied Science Associates, Inc.
South Kingstown, Rhode Island 02879

INTRODUCTION

With the deregulation of the power industries in the United States there has been a rekindled
interest in the development of new power generation station and the re-permitting of existing
older or dormant stations. In the last two decades however increased public awareness of the
possible adverse environmental effects of using ‘once through cooling’ in natural water bodies
has led to substantial pressure on regulators as well as the utilities to study, understand and
mitigate against potential degradation. Once through cooling involves the intake of water from a
natural water body, (e.g. river, lake, estuary), the use of that water to cool process water, (e.g. to
condense steam) and the subsequent expulsion of the now warmer water back into the

environment. The incentives for this form of cooling are both efficiency and economics.

The two most prevalent and more important concerns associated with once through cooling are:
1) the potential for an unacceptable increase in temperatures in the power station effluent
receiving waters; 2) the possibility that increased surface water temperatures will enhance
thermal stratification of the water column resulting in a reduction of hypolimnetic reaeration.
Increased temperature and reduced oxygen are both considered degredation of habitat and can
cause avoidance and increased mortality to indigenous marine floral and faunal populations. For
the case of an existing facility, when measurements of temperature and dissolved oxygen are
made in the environment, the question is, to what extent are those measurements influenced by
the thermal effluent? These are difficult concerns to address in both the scientific and the
regulatory realms. Increasingly, parties involved in the decision making process have come to
rely on computer modeling to address the physical, chemical and, occasionally, biological
aspects of a problem, allowing regulatory and engineering decisions to be made on a solid

scientific basis.



Recent improvements in computing power and observational dataretrieval, storage and
dissemination have made possible the development and application of a new generation of hydro-

thermal models capable of addressing the concerns listed above.

THERMAL MODEL DEVELOPMENT

The development of the temperature model follows the formulation of the coupled, three-
dimensional, boundary-fitted, general curvilinear coordinate, hydrodynamic and salinity transport
model system for which it isto become a component. For a detailed description of the
hydrodynamic model system development and testing the interested reader is referred to Muin
and Spaulding, 1997 a; Mendelsohn et al. 1995 and Muin, 1993. Additional model applications
can be found in Muin and Spaulding, 1997 b; Huang and Spaulding, 1995a,b; Swanson and
Mendelsohn, 1996, 1993; Peene et.al. 1998.

The temperature model is designed to be integrated into and coupled with the hydrodynamic
model system and use the transformed currents directly. The temperature equation must therefore

be transformed as well.

Conservation of Temperature
Starting with the differential form of the conservation of energy equation, the three-dimensiona

conservation of temperature equation in spherical polar coordinates can be written as follows:

oT u oT oT oT _ Q Uory 0
—+ —+vover —+w—= + +—(A,)+
ot rcosé o¢ 060 or pC,\V pC,or or "
1
An| 0T N o°T
r* | cos’o g’ 06
where,
T = temperature, (°C)
t =time, (9
u = east, ¢, velocity vector component, (m/s)
v = north, 0, velocity vector component, (m/s)
w = vertical, r, velocity vector component, (m/s)
Ay = vertical eddy diffusivity, (m%s)
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An = horizontal eddy diffusivity, (m?s)

Qs = system heat sources and sinks, (W)

Jev = Net surface heat exchange with the environment, (W/mz)
p = water density, (kg/m°)

C, = specific heat of water, (Jkg °C)

Y, = volume, (m°)

The horizontal velocities and independent variables are next transformed to a general curvilinear
coordinate system in the horizontal and at the same time the well known sigma transform,
(Phillips, 1956) is applied in the vertical. The equations for the conservation of substancein a
curvilinear coordinate system (&, n) in terms of the contravariant velocity components are as
follows:
OT . w oT voT_  Q +2qenv+46(
ot rcos@ o5 r on pCsubpV  pC,Déoc D*0c

Ah 617917 + 62T 0597] 62T 0§9§ azT
-2 + + +

A £)+
'oo
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where,
ut = contravariant velocity component in the & direction
Ve = contravariant velocity component in the n direction
c = transformed vertical coordinate
C = water surface elevation, (m)
D = total depth = (+ local depth, (m)
J = the Jacobian = @z, - ¢n0¢

The relationship between the contravariant transformed velocities (u°, v°) and physical velocities

in spherical coordinates (u,v) is given by

u=cosd ¢.u°+cosd ¢, v’

V:0§UC+077VC
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The temperature transport model (Eg. 2) is solved by a simple explicit technique except for the
vertical diffusion term which is solved by athree time level, implicit scheme to ease the time step
restriction due to the small vertical length scale. The advection terms are solved using either an

upwind-differencing scheme which introduces minor numerical (artificial) diffusivitiesand is

3



first order accurate or the second order accurate QUICKEST formulation. Experimentation found
that although the QUICKEST scheme was for the most part more conservative it was also less
stable, requiring asmaller time step and consequently longer run-times than when using the 1%
order upwind scheme. Horizontal gradients in temperature, (as well asin salinity, density and
pressure) are evaluated along lines of constant depth to reduce the artificial numerical dispersion

in the vertical associated with the sigma transform system.

The horizontal diffusion terms are solved by a centered-in-space, explicit technique. The
diffusive and advective stability criteria for the numerical techniques are, At<As?/(2Dy), and

At<As/Us, where As and U are horizontal grid size and velocity, respectively.

Bottom Boundary Condition
The water bottom boundary condition is specified to assume that the water and bottom material
arein thermal equilibrium, therefore there is no heat transfer between the water in the bottom

layer and the bottom boundary. This may be written as:

o _
oo
Surface Boundary Condition

0 (4)

At the water surface the temperature is influenced by a number of factors in the environment
above. The most important terms in the heat transfer with the environmental can be summarized

asfollows:

shortwave solar radiation

longwave atmospheric radiation

longwave radiation emitted from the water surface
convection, (sensible) heat transfer between water and air
evaporation, (latent) heat transfer between water and air

The net rate of heat transfer with the environment, geny in EQ(2), including the primary forcing

factors listed above can be written as:

qenv:qsm-qsmr+q|w-qlwr-qlwb+qc+qe (5)
where,
Osv = solar short wave radiation, (W/m?)
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Oswr = reflected solar short wave radiation, (W/m?)

qw = amospheric long wave radiation, (W/m?)

qw = reflected atmospheric long wave radiation, (W/m?)

qwo = long wave, (back) radiation, emitted by the water surface, (W/m?)
gc = convection, (sensible) heat transfer, (W/m?)

ge = evaporation, (latent) heat transfer, (W/m?)

Each of the terms in the surface heat balance is described below.

Solar shortwave radiation

The solar short wave radiation is often an available, measured quantity, in which caseit can be
entered directly into the model as data. It can often be obtained from local airport records or from
radiation model analyses for example, (DeGaetano et. al., 1993). Local measured radiation datais
valued in that it contains information on both the solar radiation and the cloud cover and its

influence, and is the actual radiation hitting the water surface at that date and time.

In the absence of data, solar radiation can be predicted following the method as presented by
Duffie and Beckman, (1980). Starting with the clear sky radiation, G

Gatot = Gop + Geg (6)
where

G =Gontpcos B, = clear sky beam radiation )

Ged = Gontgcos 0, = clear sky diffuse radiation (8)

and the extraterrestrial, normal radiation, G,y is defined as
Gon = G [1 + 0.33 cos (360n / 365)] 9

where
Ge = 1353 (W/m?) = solar constant

The beam and diffuse atmospheric transmittance coefficients, 1, and 14, respectively, can be
defined as:

T =8+ a e—k/cosez (10)
where
a=rpao ,do =0.4237-0.00821 (6 - A)?
aa=rnai ,a:; =05055-0.00595(6.5-A)
k =rck , k' =0.2711-0.01858 (2.5 - A)?
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and
ro=0.97
r. =0.99
re=1.02
A = dltitude, (km)

and the diffuse transmittanceis,
19 =0.2710 - 0.2939 1, (11)

The zenith angle, cos 0, is defined as:

C0S0O, =C0S3COSP COS® +SiNdSing (12
where,

(0] = |attitude, (deg)

d = declination of the sun, (deg) = 23.45sin[360 (284 + n) / 365]

n = day of the year

® = hour angle, (deg)

Finally, the hour angle, o is calculated from the local longitude and solar time as:

® = (ts - 12) 15 %hr

ts =solar time=standardtime+ 4 (Lg - Lioc) + E
L« = standard meridian, (deg) (e.g. 75° W for Rhode Island)
Lioc =loca longitude, (deg)

and E isthe equation of time defined by:
E=987sn2B-753cosB-15B

where,
B=[360(n-81)/364]
The total clear sky radiation, G can then be corrected for cloud cover effects with the use of a
clearnessindex, K+, This value can be defined on an monthly, daily or hourly basis dependent on
available data and use and is often available with meteorologica data when measured radiation
datais not. The clearnessindex istheratio of the average radiation on an horizontal surface to

the average extraterrestrial radiation at the same latitude and longitude;



G

K. = (13)
" G
The valueG would then be used in place of G, in equations (7) and (8) to create G
Finally, the net solar shortwave radiation, gne , asorbed through the water surface, can be
calculated as;
Onet = Csw - Oswr = 0w (1 - albedoy ) Giot (14)
where,
Oy = water absorptivity, (-) = 0.97
albedo,, = albedo of the water surface (-), (see below)
Reflected solar short wave radiation
The reflected solar short wave radiation, as included in Equation (14), and can defined as;
Oswr = abedoy Gt (15)

where the albedo is a measure of the reflective property of the material surface, (water in this

case) and can be defined as.

albedo,, = reflected energy / incident energy

Valuesfor the albedo for water are both a function of wave state and strongly of solar atitude,
Stull, (1988). They can range from 0.03 when the sun is overhead to near 1.0 at low elevation
angles. Stull, (1988) gives an equation for calculating the albedo for varying solar altitudes,

(azimuth angle):
albedoy,, = -0.0139 + 0.0467 tan6, (16)

Atmospheric long wave radiation

In addition to the short wave radiation, the atmosphere and the water surface are also exchanging
long wave radiation. The atmospheric long wave radiation is afunction of the air temperature
and water vapor content and may be calculated from an effective sky temperature, (Duffie &

Bechman, 1980). From the Stephan-Bolzmann law long wave radiation to the water surface is
7



then:

Gw  =Owlsy’ (17)

where,
oe = Stephan-Bolzmann constant, (5.669x108 W / m?K?)
Tgy  =effective sky temperature, (K)

Duffie and Beckman suggest that the sky temperature be cal culated from an empirical
relationship, (Bliss, 1961) as:

(po - 273)

1
Tey =[0.8+ 250 B (18)

where
Tg  =dew point temperature, (C).

Thomann and Mueller suggest an alternate formulation:

Qw  =owTa’ (A +0.031Ve) (19
where

T«  =artemperature, (K)

€a = vapor pressure at air temperature, T,(mm Hg)

= (relative humidity fraction) x (esx @ T2)

€ = Saturation vapor pressure (mm HQ)

Ta = air temperature, (C)

A = coefficient to account for air temperature and clearness index, with a

range of 0.5- 0.7.

The saturation vapor pressure can be calculated from the air temperature (T5) using the following
equation, (List, 1951):

e = 4.58123 x 10 *Ta/ Tad (20)
Results for the two long wave radiation formulations only vary slightly for a given set of

conditions with Equation (19) consistently giving alarger value, by approximately 3%, than (17).

No independent confirmation for either formulation has been given to date.

Reflected atmospheric long wave radiation
The reflected long wave radiation over awater body is generally small, about 3% of the incoming
long wave, (Thomann & Mueller, 1987) and can be calculated as:



Ciwr =(1-&ew)0w (21)

where
&w = emissivity of water = 0.97

Long wave radiation, emitted by the water surface
The water surface also emits long wave radiation at a rate proportional to the surface temperature

in Kelvins:

Oiw = E&w O ka4 (22)

where
Tw = water surface temperature, (K)

Convection heat transfer

The rate of convective heat transfer between the water surface and the air depends on the
temperature difference between the two and is suggested to be proportional to the square of the
wind speed, (Thomann and Mueller, 1987; Edinger et. a. 1974). This can be written as,

G = ¢1(19.0+0.95U,%) (Ta - Tu) (23)
where

Tw = water surface temperature, (C)

C1 = Bowen's coefficient = 0.47 mm Hg / °C

Evaporation heat transfer

Similar to the rate of convective heat transfer the evaporative heat transfer between the water and
the air can be thought of as depending on the difference between the vapor pressures of the two
and is also suggested to be proportional to the square of the wind speed, (Thomann and Mueller,
1987; Edinger et. a. 1974). This can be written as,

g =(19.0+0.95U,°) (€ - &) (24)

where
ey = vapor pressure at water surface temperature, T,, (mm Hg)
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