References


INDEX

A
Accuracy, 52, 61, 62, 64, 65, 82, 92, 93, 94, 100, 106, 110, 120, 126, 129, 135, 136, 141, 144, 1
Achievable efficiency, 32, 34, 35, 37
Agriculture, 155, 159
Analysis,
of variance, 26, 41, 70, 72, 74, 145
sample, 119, 125
standards violations, 11
Analytical, 12, 13, 45, 46, 48, 76, 77, 79, 80, 81, 82, 121, 123, 125, 128, 129, 137, 142, 143, 144, 145, 146, 209
ASCE, 33, 48, 77, 137, 139, 147, 208, 1
Assumptions, 23, 24, 26, 29, 31
Atmospheric deposition, 63

B
Bias, 81, 109, 112, 126, 140
BMP
effectiveness, 12, 40, 45, 52, 68, 96, 156, 166, 167
efficiency, 2, 4, 8, 12, 14, 15, 16, 17, 18, 21, 32, 33, 34, 40, 61, 71
monitoring, 2, 4, 5, 6, 8, 18, 21, 37, 43, 46, 47, 48, 49, 52, 53, 55, 58, 61, 63, 70, 72, 77, 80, 83, 102, 111, 115, 122, 123, 124, 127, 132, 147, 156
non-structural, 149, 166
structural, 149, 161, 164, 166, 167, 170, 207
systems, 44
types, 13, 33, 164, 166

C
Calibration, 107, 118, 141
Central tendency, 41
Chi-square, 41
Clean Water Act, 4, 11
Climate, 16, 65, 148
Coefficient of variation, 22, 70, 71, 75, 76, 145
Completeness, 129, 137
Compliance, 6, 49, 51
Concentrations, 17, 18, 205, 211
Construction, 7, 100, 155, 159, 166, 170, 173, 176, 179, 181, 183, 187, 190, 192, 195
Cost, 6, 100, 167, 169, 173, 175, 178, 181, 183, 187, 189, 192, 195, 199
CZARA, 4, 5

D
Data,
  water quality, 22, 58, 69, 130, 149, 205
Data Logger, 83, 84, 85, 88
Data management, 45, 48
Data Quality Objectives, 129, 209
Design flow, 181
Detention Basin, 150, 169, 207
Dry weather flow, 18

E
Effectiveness, 6, 10, 209, 211, 212
Efficiency, 13, 15, 18, 20, 21, 24, 25, 28, 29, 30, 32, 33, 34, 35, 37, 38, 39
Efficiency Ratio (ER), 20, 21, 24, 31, 32, 33, 34, 35, 38, 39, 41
Effluent, 18, 20, 33, 34, 35, 36, 40, 211
EPA, 4, 5, 7, 11, 12, 22, 31, 48, 49, 50, 65, 66, 68, 70, 71, 74, 79, 81, 82, 113, 117, 128, 134, 135, 136, 137, 139, 144, 145, 147, 156, 159, 205, 208, 209, 211, 1
Erosion, 164, 166
Error, 28, 29, 126, 130, 212, 2, 5, 7
Evaluation, 2, 17, 37, 41, 51, 52, 67, 78, 122, 144, 145
Event mean concentration, 16, 17, 18, 21, 22, 23, 24, 36, 70, 72

F
FHWA, 77, 118, 119, 120, 209, 210
Field blanks, 133, 135
Field duplicate samples, 135
Field operations, 134
Filter, 150, 151, 178, 179, 181, 207
Flow Measurement, 90, 96, 99, 102, 208, 210, 212
Flow meter, 141

G
Geology, 64
Grass filter strip, 181
Great Lakes, 64

H
Habitat, 6
Human Health, 50
Hydrodynamic device, 192
Hypothesis testing, 72, 145, 147

I
Implementation, 6, 139, 209
Infiltration Basin, 150, 151, 189, 190, 207
Inflow, 183
In-situ, 119, 121, 123
Irreducible concentration, 33

K
Kolmogorov-Smirnov, 41

L
Lakes, 64
Load, 10, 11, 18, 31

M
Management, 2, 3, 10, 15, 16, 18, 48, 65, 66, 137, 138, 146, 147, 208, 209, 212
Mean concentration, 21
Methods
   Effluent Probability, 18, 20, 34, 40
   Reference Watershed, 43
   tracer dilution, 95
Model
   Non-Linear, 20, 40
Models, 20, 40, 87

N
National Stormwater BMP Database, 2, 147, 148, 149, 150, 155, 156, 157, 161, 164, 167, 170, 173, 176, 179, 181, 184, 187, 190, 192, 195, 199, 201, 203, 205
Nonpoint, 4, 114, 208, 209, 211
NURP, 12, 13, 77

O
Overland flow sampler, 119

P
Percent removal, 39
Pesticides, 17, 79
Ponds, 150, 173, 207, 210
Porous Pavement, 150, 152, 186, 187, 207

Q
Quality assurance and quality control, 129, 130, 131, 134, 135, 136, 137, 143, 144, 205
Quality assurance project plan, 211

R
Range, 99, 128, 157
Regression, 20, 21, 25, 27, 32
Regression of loads (ROL), 20, 21
Retention Pond, 150, 152, 172, 173, 207

S
Safety, 6, 131
Sample, 111, 113, 125, 132, 135, 136, 139, 146, 149, 205
composite, 112
grab, 111
Sampling, 13, 17, 58, 63, 77, 82, 96, 114, 115, 124, 125, 132, 149, 199, 205, 208, 211
automatic, 90, 102
manual, 90, 102, 124, 125
methods, 13, 77
sediment, 63
Sampling Methods, 132, 211
Sensor
  ultrasonic depth, 102, 104
Sensors
  electromagnetic, 107, 110
Soils, 189
Stage-flow relationships, 98
Statistic
  mean, 11, 17, 18, 20, 21, 29, 157, 205
  variability, 70
Storm event, 114
Stormwater quality, 7, 8, 51, 69, 145
Stream, 65, 211
Summation of loads, 21

Surface Water, 49

T
Test, 45, 147, 148, 149, 156, 157, 166, 208
Toxicity, 6, 16
Training, 134, 139
TSS, 16, 17, 24, 25, 27, 28, 29, 32, 33, 34, 35, 38, 43, 64, 79, 80, 82

V
Variability, 70
VOC, 112, 115, 117

W
Water Quality, 11, 36, 41, 49, 50, 51, 64, 138, 141, 152, 154, 172, 205
Wetland, ix, 150, 153, 154, 183, 184, 194, 195, 207
Wetland Basin, 150, 154, 194, 195, 207
APPENDIX A
ERROR ANALYSIS

Estimating flow in a pipe or open channel is generally accomplished by measuring two or more variables and relating them with an equation to calculate the flow. The continuity equation relates flow to area and velocity:

\[ Q = A \times v \]  \hspace{1cm} (A.1)

where,

- \( A \): Area
- \( v \): Velocity

For a rectangular channel, the cross-sectional area can be calculated as the water depth multiplied by the width of the channel.

\[ A = H \times w \]  \hspace{1cm} (A.2)

where,

- \( H \): Depth
- \( W \): Width

Velocity can be directly measured with a mechanical current meter or Doppler technology. Estimating flow in the rectangular channel requires three measured variables; each will have an error associated with it:

\[ Q = H \times w \times v \] \hspace{1cm} (A.3)

For depth and width measurements, the accuracy will usually be expressed as absolute error governed by the tolerance of the measuring device (i.e. measured depth \( \pm X \) cm). For velocity, the error in measurement will most likely be a relative error expressed as a percent of the measured value (i.e. measured velocity \( \pm X \% \)). The total error in the calculated flow measurement will include all of the errors associated with the individual measurements as illustrated in the following example:

Equipment tolerances provided by manufacturers generally are based on laboratory data under ideal conditions (e.g. steady state, laminar flow), which may not be representative of installed conditions. A recent USGS study compared several flow monitoring devices designed specifically for stormwater application, and found the error in the observed measurements ranged from 12 to 28 percent.

The actual error is most likely somewhat less than the maximum error and mathematical formulas have been described by Taylor (1997), which describe how error propagates when variables (with associated errors) are combined.

If variables \( x_i \) (for \( i=1 \) to \( n \)) are measurements with small but known uncertainties \( \delta x_i \) and are used to calculate some quantity \( q \), then \( \delta x_i \) cause uncertainty in \( q \) as follows.
If \( q \) is a function of one variable, \( q(x_1) \), then
\[
\delta q = \left| \frac{dq}{dx_1} \right| \delta x_1
\]  
(A.4)

If \( q \) is the sum and/or difference of \( x_i \)s then
\[
\delta q = \left[ \sum_{i=1}^{n} \left( \frac{\delta x_i}{x_i} \right)^2 \right]^{1/2} \quad \text{(for independent random errors)} \quad (A.5)
\]

Estimates of \( \delta q \) from Equation A.2 are always less than or equal to:
\[
\delta q = \sum \delta x_i
\]

where \( x_i \) are measured with small uncertainties \( \delta x_i \).

If \( q \) is the product and quotient of \( x_i \)s then
\[
\delta q = \left[ \prod_{i=1}^{n} \left( \frac{\delta x_i}{x_i} \right)^2 \right]^{1/2} \quad \text{(for independent random errors)} \quad (A.6)
\]

Estimates of \( \delta q \) from Equation A.6 are always less than or equal to:
\[
\delta q = \sum \frac{\delta x_i}{|x_i|}
\]  
(A.7)

This approach can be directly applied to the analysis of error propagation. Examples for applying this method to flow measurement follow.

**Relative Error in Flow Versus Relative Error in Head**

Errors in flow measurements are most often caused by field conditions that are inconsistent with the conditions under which rating curves for flow devices were calibrated. However, even under ideal conditions, errors in flow measurement can be significant. This section discusses calculations for estimating the theoretical error associated with flow measurement equipment under ideal circumstances. It can be seen that errors, particularly in low flow measurements, can be quite large.
Equations relating the head (H) measured in a primary device to discharge (Q) (i.e., Rating Equations) fall into four general forms:

1) \( Q = aH^d \)
2) \( Q = a(H + c)^d \)
3) \( Q = a(bH + c)^d \)
4) \( Q = a + b_1H + b_2H^2 + b_3H^3 + \cdots + b_nH^n \)

The first rating equation is a straightforward application of error propagation for a power function. This equation is

\[
\delta Q = Q \left( \frac{d}{H} \right) \delta H
\]  

(A.8)

Flow and head can only be positive values and the power for Rating Equation 1 is always positive (i.e., flow increases proportionally to head, not decreases), thus the absolute value sign is omitted in the above equation. The relative error in flow equals the relative error in head multiplied by the exponent d.

Rating Equations 2, 3, and 4 require an equation relating the error in flow to the derivative of the flow equation and the error in the measured head, which is:

\[
\delta Q = \left| \frac{dQ}{dH} \right| \delta H
\]  

(A.9)

Before applying this equation, the derivatives of Rating Equations 2, 3, and 4 are taken with respect to H.

For Rating Equation 2:

\[
\frac{dQ}{dH} = ad(H + c)^{d-1}
\]  

(A.10)

For Rating Equation 3:

\[
\frac{dQ}{dH} = abd(bH + c)^{d-1}
\]  

(A.11)

For Rating Equation 4:

\[
\frac{dQ}{dH} = b_1 + 2b_2H^1 + 3b_3H^2 + \cdots + nb_nH^{n-1}
\]  

(A.12)
Prior to applying the equation to the derivatives of Rating Equations 2, 3, and 4 the equation is modified by dividing each side of the Equation by the flow \(Q\). This yields an equation for the relative error in the flow on the left hand side.

\[
\frac{\delta Q}{Q} = \left| \frac{dQ}{dH} \right| \frac{\delta H}{Q} \tag{A.13}
\]

Substituting flow Rating Equation 2 for \(Q\) and the derivative of Rating Equation 2 for \(dQ/dH\) into the right hand side of the above equation, yields:

\[
\frac{\delta Q}{Q} = ad(H + c)^{d-1} \frac{\delta H}{a(H + c)^d} \tag{A.14}
\]

which reduces to:

\[
\frac{\delta Q}{Q} = \frac{d}{1 + \frac{c}{H}} \frac{\delta H}{H} \tag{A.15}
\]

Equation A.11 relates the relative error in the flow to the relative error in the head.

A similar analysis for Rating Equation 3 yields:

\[
\frac{\delta Q}{Q} = \frac{d}{1 + \frac{c}{bH}} \frac{\delta H}{H} \tag{A.16}
\]

Determining an equation for the relative error for Rating Equation 4 is more cumbersome, but is calculated the same way:

\[
\frac{\delta Q}{Q} = b_1 + 2b_2H^1 + 3b_3H^2 + \cdots + nb_nH^{n-1} \frac{\delta H}{a + b_1H + b_2H^2 + b_3H^3 + \cdots + b_nH^n} \tag{A.17}
\]

Rearranging yields:

\[
\frac{\delta Q}{Q} = \frac{b_1 + 2b_2H^1 + 3b_3H^2 + \cdots + nb_nH^{n-1}}{a + b_1H + b_2H^2 + b_3H^3 + \cdots + b_nH^n} \frac{\delta H}{H} \tag{A.18}
\]

Equation A.4, A.11, A.12, and A.14 relate the relative error in flow to the relative error in head for four common equations describing flow through a primary device. While the equations can be unwieldy, it is a relatively simple exercise to enter them into a spreadsheet program to estimate the error in flow based on estimated error in head and other variables. Most primary devices have a relatively simple flow equation that is
sufficiently accurate throughout most of the flow range for the device, which allows for the use of an error equation related to one of the Rating Equations.

The equations relating the relative error in the estimate of flow to the relative error in the measurement of head can also be expressed in terms of absolute errors by multiplying each side of the equations by \( Q \). For example the flow Equation 3 becomes:

\[
Q \times \frac{\delta Q}{Q} = \frac{d}{H} \times a(bH + c)^d = abd(bH + c)^{d-1} \delta H
\]  

(A.19)

An Example of Error Analysis for a BMP

The following example illustrates how estimates of error propagation can be applied to flow measurements. This example assumes a stormwater BMP has two separate sources of inflow and one outflow. The flow measurement devices and errors are listed in Table 1.

<table>
<thead>
<tr>
<th>Station</th>
<th>Variable</th>
<th>Equipment</th>
<th>Measured Value or formula</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet 1</td>
<td>Width</td>
<td>Tape Measure</td>
<td>3 meters</td>
<td>± 0.025 meters</td>
</tr>
<tr>
<td></td>
<td>Depth</td>
<td>Pressure Transducer</td>
<td>1.2 meters</td>
<td>± 0.007 meters</td>
</tr>
<tr>
<td></td>
<td>Velocity</td>
<td>Doppler</td>
<td>0.071 meters/sec</td>
<td>± 4 %</td>
</tr>
<tr>
<td>Inlet 2</td>
<td>Depth</td>
<td>Bubbler</td>
<td>0.12 meters</td>
<td>± 0.001 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.457 m (1.5')</td>
<td></td>
<td>± 3 %</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Palmer-Bowlus Flume</td>
<td>Q (L/s) = 1076.4(H + 0.005715)(^{1.8977})</td>
<td>± 3 %</td>
</tr>
<tr>
<td>Outlet</td>
<td>Depth</td>
<td>Pressure Transducer</td>
<td>0.70 meters</td>
<td>± 0.007 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45° V notch weir</td>
<td>Q (L/s) = 571.4H(^{2.5})</td>
<td>± 6 %</td>
</tr>
</tbody>
</table>

For Inlet 1, the flow calculation is:

\[
Q_{inlet-1} = (3 \times (1.2) \times (0.071) \times m/s
\]

\[
Q_{inlet-1} = 0.2556 \text{ m}^3/s
\]
\[ \frac{\delta q}{q} = \sqrt{\left(\frac{\delta w}{w}\right)^2 + \left(\frac{\delta H}{H}\right)^2 + \left(\frac{\delta v}{v}\right)^2} = 0.0413 \]

\[ \frac{\delta q}{q} = \sqrt{\left(\frac{0.025}{3}\right)^2 + \left(\frac{0.007}{1.2}\right)^2 + (0.04)^2} \]

\[ \delta q = 0.2556 \, m^3/s \times 0.0413 = 0.011 \, m^3/s \]

So that:

\[ Q_{\text{inlet-1}} = 0.2556 \pm 0.011 \, m^3/s \]

For the Palmer-Bowlus Flume installed in Inlet 2, the equation that describes flow (L/s) as function of water depth is:

\[ Q_{\text{inlet-2}} = 1076.4 \times (H + 0.005715)^{1.8977} \]

Therefore:

\[ Q_{\text{inlet-2}} = 1076.4 \times (0.12 + 0.005715)^{1.8977} \]

\[ Q_{\text{inlet-2}} = 21.032 \, L/s = 0.0210 \, m^3/s \]

The error associated with flow measurement above is proportional to the precision of the transducer used to measure the water depth (i.e., \( \pm 0.007 \) meters) and the error intrinsic to the primary device (a relative error of 3\%). Rating Equation 1 is used for this case; Equation A.8 can be used to determine the magnitude of relative error in the flow measurement as:

\[ \frac{\delta Q}{Q} = d \frac{\delta H}{(1 + \frac{c}{H})^H} \]

\[ \frac{\delta Q}{Q} = \frac{1.8977 \times 0.007 \, m}{1 + \frac{0.005715}{0.12 \, m}} = 0.11 \]

\[ \delta Q = 0.021 \, m^3/s \times 0.11 = 0.00231 \, m^3/s \]

Relative error for the flume itself also has to be included. Since the error is a function of one variable, it can be calculated using Equation A.4:

\[ \delta q = \frac{dq}{dx} \delta x = 0.03 \times 0.021 \, m^3/s = 0.00063 \, m^3/s \]
The total error is therefore the sum of errors associated with the measuring device (Equation A.5).

\[ \delta q_{\text{inlet}-2(\text{total})} = \sqrt{0.0023^2 + 0.00063^2} = 0.0024 \ m^3/\text{s} \]

\[ Q_{\text{inlet}-2} = 0.0210 \pm 0.0024 \ m^3/\text{s} \]

For the Outlet weir, the flow can be calculated using the following equation:

\[ Q = 571.4 \times H^{2.5} \]

\[ Q = 571.4 \times 0.70^{2.5} = 234.25 \text{L/s} = 0.234 \ m^3/\text{s} \]

This is also a power function (Rating Equation 1) and the error can be calculated similarly to the equation for the flume:

\[ \delta Q = \left| 2.5 \right| \frac{0.007}{0.70} \times 0.234 \ m^3/\text{s} = 0.059 \ m^3/\text{s} \]

The error associated with the weir itself is a single variable as was the flume:

\[ \delta q = 0.06 \times 0.234 \ m^3/\text{s} = 0.014 \ m^3/\text{s} \]

The total error is the sum of the errors associated with the measuring device and is calculated as follows:

\[ \delta q_{\text{Outlet}(\text{total})} = \sqrt{0.059^2 + 0.014^2} = 0.061 \ m^3/\text{s} \]

\[ Q_{\text{Outlet}} = 0.234 \pm 0.061 \ m^3/\text{s} \]

Results of this error analysis are provided below in Table A.2.

Table A.2: Summary of examples demonstrating the propagation of errors in flow measurement

<table>
<thead>
<tr>
<th></th>
<th>Flow (m³/sec)</th>
<th>Total Error (m³/sec)</th>
<th>Total Relative Error (m³/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet-1</td>
<td>0.255</td>
<td>± 0.011</td>
<td>4%</td>
</tr>
<tr>
<td>Inlet-2</td>
<td>0.021</td>
<td>± 0.0024</td>
<td>11%</td>
</tr>
<tr>
<td>Outlet</td>
<td>0.234</td>
<td>± 0.061</td>
<td>26%</td>
</tr>
</tbody>
</table>
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APPENDIX B
NUMBER OF SAMPLES REQUIRED FOR VARIOUS POWERS, CONFIDENCE INTERVALS, AND PERCENT DIFFERENCES

The figures in this Appendix are from: R. Pitt and K. Parmer. *Quality Assurance Project Plan (QAPP) for EPA Sponsored Study on Control of Stormwater Toxicants*. Department of Civil and Environmental Engineering, University of Alabama at Birmingham. 1995.
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APPENDIX C
DERIVATION OF THE NUMBER OF SAMPLES REQUIRED TO MEASURE A STATISTICAL DIFFERENCE IN POPULATION MEANS

Define: \( \text{COV} = \frac{\sigma}{C} \)

\[ \% \text{ removal} = \frac{(\bar{C}_{in} - \bar{C}_{out})}{\bar{C}_{in}} \]

Setting the lower boundary of the influent confidence interval to the upper boundary of the effluent confidence interval gives:

\[ \bar{C}_{in} - Z_{\frac{\alpha}{2}} \frac{\sigma_{in}}{\sqrt{n}} = \bar{C}_{out} + Z_{\frac{\alpha}{2}} \frac{\sigma_{out}}{\sqrt{n}} \]

The COV is substituted for the \( \sigma \) in the above equation. While the \( \sigma \) of a BMP effluent is almost certainly less than the \( \sigma \) of the BMP influent, the assumption that \( \text{COV}_{in} = \text{COV}_{out} \) is a more reasonable one. In most instances the COV of the BMP effluent would be less than the influent. Ample data are available for estimating the COV for influent flows to stormwater BMPs, such as the ASCE database; this is not the case for effluent flows. It is also assumed that \( n \) is the same for the influent and effluent (\( n_{in} = n_{out} \)). These assumptions simplify the equation.

Substituting \( \sigma_{in} = \text{COV} \times \bar{C}_{in} \) and \( \sigma_{out} = \text{COV} \times \bar{C}_{out} \), where \( \text{COV}_{in} = \text{COV}_{out} \) yield:

\[ \bar{C}_{in} - Z_{\frac{\alpha}{2}} \frac{\text{COV} \times \bar{C}_{in}}{\sqrt{n}} = \bar{C}_{out} + Z_{\frac{\alpha}{2}} \frac{\text{COV} \times \bar{C}_{out}}{\sqrt{n}} \]

rearranging:

\[ \bar{C}_{in} - \bar{C}_{out} = \text{COV} \times Z_{\frac{\alpha}{2}} \left( \frac{\bar{C}_{in} + \bar{C}_{out}}{\sqrt{n}} \right) \]

Substituting for \( \bar{C}_{out} = \bar{C}_{in} - \bar{C}_{in} (\% \text{ removal}) \) gives:

\[ \bar{C}_{in} \times \% \text{ removal} = \text{COV} \times Z_{\frac{\alpha}{2}} \left( \frac{2 \times \bar{C}_{in} - \% \text{ removal} \times \bar{C}_{in}}{\sqrt{n}} \right) \]

Dividing both sides by \( \bar{C}_{in} \) and solving for \( n \) yields:

\[ n = \left[ \frac{Z_{\frac{\alpha}{2}} \times \text{COV} \times (2 - \% \text{ removal})}{\% \text{ removal}} \right]^2 \]

The above approach considers the number of samples required for a power of 50%. For an arbitrary power the equation becomes:
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\[ n = \left( \frac{Z_{\alpha/2} + Z_{\beta/2}}{\% \text{ removal}} \right)^2 \times \text{COV} \times (2 - \% \text{ removal}) \]

where,
\[ Z_{\beta/2} \] false negative rate (1-\( \beta \) is the power. If used, a value of \( \beta \) of 0.2 is common, but it is frequently ignored, corresponding to a \( \beta \) of 0.5.)
APPENDIX D
RELATIONSHIPS OF LOG-NORMAL DISTRIBUTIONS

Table D.1

<table>
<thead>
<tr>
<th>Formula</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T = \exp(U) )</td>
<td>( S = M \times CV )</td>
</tr>
<tr>
<td>( M = \exp(U + 0.5 \times W^2) )</td>
<td>( W = \sqrt{\ln(1 + CV^2)} )</td>
</tr>
<tr>
<td>( M = T \times \sqrt{1 + CV^2} )</td>
<td>( U = \ln\left(\frac{M}{\exp(0.5 \times W^2)}\right) )</td>
</tr>
<tr>
<td>( CV = \sqrt{\exp(W^2) - 1} )</td>
<td>( U = \ln\left(\frac{M}{\sqrt{1 + CV^2}}\right) )</td>
</tr>
</tbody>
</table>

Parameter designations are defined as:

<table>
<thead>
<tr>
<th>Arithmetical</th>
<th>Logarithmic</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>M</td>
</tr>
<tr>
<td>STD DEVIATION</td>
<td>S</td>
</tr>
<tr>
<td>COEF OF VARIATION</td>
<td>CV</td>
</tr>
<tr>
<td>MEDIAN</td>
<td>T</td>
</tr>
</tbody>
</table>

\( \ln(x) \) designates the base e logarithm of the value \( x \)
\( \sqrt{x} \) designates the square root of the value \( x \)
\( \exp(x) \) designates \( e \) to the power \( x \)